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This paper considers the learning/aging effect in an n job single machine scheduling

problem with common due date. The objective is to determine the optimal common due

date and the optimal sequence of jobs that minimizes a cost function in the presence of

learning/aging effect. The cost function depends on the individual job earliness and

tardiness values; i.e.,
Pn

j¼1 fE½j� þ T ½j�g. This is a well-known problem when the learning/

aging effect is not considered and it is shown in earlier studies that there are more than

one optimal sequence and optimal common due dates. It is shown in earlier studies that

there are 2r�1 optimal sequences to this problem if n is odd, and 2r optimal sequences if

n is even. The value of r is ðnþ 1Þ=2 if n is odd, and the value of r is n=2 if n is even. In this

paper, we derive two bounds Ba and B�a for the learning index a. We show that when

Baoao0, then the optimal sequence is unique and provide an Oðn log nÞ algorithm to

obtain this unique optimal sequence and the optimal common due date. We also show

that when aoB�a , the optimal sequence is obtained by arranging the longest job in first

position and the rest of the jobs in SPT order. Similarly, we derive two bounds Aa and A�a
for the aging index a. We show that when 0oaoAa, then the optimal sequence is

unique and provide an Oðn log nÞ algorithm to obtain this unique optimal sequence and

the optimal common due date. We also show that when a4A�a, the optimal sequence is

obtained by arranging the jobs in LPT order. We also present a numerical example for

ease of understanding.

& 2008 Elsevier B.V. All rights reserved.
1. Introduction

In this paper, we consider the problem of scheduling a
set of n independent jobs on a single machine with a
learning/aging effect. All the jobs are assigned a common
due date. The objective is to find the optimal common due
date and the optimal sequence of jobs that jointly
minimizes a total cost function. The cost function depends
on the individual job earliness and tardiness values. This is
a well-known problem (when the learning/aging effect is
ll rights reserved.

;

. Chang).
not considered) and is studied by many researchers. Some
important studies in this area are: Cheng and Gupta
(1989), Cheng (1984, 1987, 1991), Kanet (1981), and
Panwalkar et al. (1982). Cheng (1992) has shown that
the optimal sequence has a V-shape property with respect
to processing times; i.e., the jobs are arranged in non-
increasing order up to the position r in the sequence, and
are arranged in non-decreasing order after the position r.
The value of r is ðnþ 1Þ=2 if n is odd, and the value of r is
n=2 if n is even. In this study (Cheng, 1992), it is shown
that the optimal sequence is not unique and we get more
than one sequence for which the cost function has the
same value. In fact it is shown in Cheng (1992) that (when
the learning effect is not considered) there are 2r�1

optimal sequences to this problem if n is odd, and 2r
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optimal sequences if n is even. In the single machine
scheduling problems discussed in Cheng and Gupta
(1989), Cheng (1984, 1987, 1991, 1992), Kanet (1981) and
Panwalkar et al. (1982), the processing time of a job
is assumed to be a constant. In other words, the process-
ing time of a job is independent of its position in the
sequence.

Learning effect: The learning effect can arise in
scheduling of jobs due to the fact that workers are
processing the same type of jobs on the same machine.
Hence, it is possible for workers to improve their
performance and so the processing time of a job will
reduce because of the learning. Biskup (1999) is the first to
study the effect of learning for the case of single machine
scheduling problem. Mosheiov (2001a, b) considered the
learning effect on a single and parallel identical machines
with the objective of minimizing the flow-time. Lee and
Wu (2004) considered the learning effect in a two
machine flowshop scheduling with the objective to find
the sequence of jobs that minimize the total completion
time. A branch and bound technique is presented in Lee
and Wu (2004) and to improve the efficiency of the
branch and bound technique, a heuristic algorithm is also
presented in Lee and Wu (2004). It is shown by Wang
and Xia (2005) that the classical Johnson’s rule is not
the optimal solution to minimize the makespan for the
problem of flowshop scheduling with a learning effect.
Various issues related to scheduling problems with a
learning effect are also studied by Mosheiov and Sidney
(2005), Biskup and Simons (2004), Bachman and Janiak
(2004), and Kuo and Yang (2006). The problem of
minimizing the total tardiness on one machine is shown
to be NP-hard by Du and Leung (1990). Another single
machine scheduling problem studied by Cheng et al.
(2003) in which the processing times of jobs decrease in a
piecewise linear fashion is a good approximation to study
the learning effect. Cheng et al. (1996) also studied this
problem in the case of compressible processing times.
Recent studies (Wang, 2006, 2007; Wang and Cheng,
2007) present the effect of learning along with deteriora-
tion in single machine scheduling problem. The time
dependent learning effect in single machine scheduling is
discussed by Wang et al. (2008). A survey of scheduling
with time dependent processing times presented by
Cheng et al. (2004) provide a framework to show how
the time dependent processing time problems have been
generalized from the classical scheduling theory.

Aging effect: Aging effect is the opposite of learning. In
learning the actual processing time of a job decreases as a
function of its position in the sequence. In aging effect the
actual processing time of a job increases as a function of
its position in the sequence. This aging effect is due to the
fact that the production facility becomes less efficient
(Mosheiov, 2001b).
2. Problem formulation

In this paper, we consider the single machine schedul-
ing problem presented by Cheng (1992) with a learning
effect. A set of n independent jobs to be processed on a
continuously available single machine. The machine can
process only one job at a time and job splitting and
inserting idle times are not permitted. Each job has a
normal processing time pj (j ¼ 1;2; . . . ;n) if they are at the
first position in the sequence. The sequence is the order in
which the jobs are processed in the machine. The jobs are
numbered according to shortest normal processing time
rule, i.e., p1pp2p � � �ppn. Because of the learning effect,
the processing time of a job depends on its position in the
sequence. Hence, the processing time of a job is given as

pjl ¼ pjl
a (1)

In the above equation, pjl is the processing time of job j if it
is in position l of the sequence, and a is the learning index
and ao0. From Eq. (1), we see that pj14pj24pj34 � � �4pjn.
For example, if pj ¼ 3 and a ¼ �0:515, then pj1 ¼ 3,
pj2 ¼ 2:0994, pj3 ¼ 1:7037, pj4 ¼ 1:4691, pj5 ¼ 1:3095,
and so on. We can see that the actual processing time of
job j decreases when its position in the sequence
increases. All the jobs are available at the same time and
are assigned a common due-date dj ¼ k, for j ¼ 1;2; . . . ;n,
and kX0 is the common due-date value. It can be easily
seen that for n jobs there are n! sequences are possible. Let
s be one of the n! sequences. Let C ½j� be the completion
time of job in position ½j� of the sequence. The earliness
and tardiness of job in position ½j� of the sequence are
given as

E½j� ¼Maxf0; ðk� C ½j�Þg (2)

T ½j� ¼Maxf0; ðC½j� � kÞg (3)

Cheng (1992) formulated the problem of finding the joint
optimal common due date and the optimal job sequence
as a constrained convex program as given below:

Minimize f ðk;sÞ ¼
Xn

j¼1

fE½j� þ T ½j�g (4)

k� E½j� þ T ½j� ¼ C½j� (5)

k; E½j�; T ½j�X0 for all j ¼ 1; . . . ;n (6)

It is shown in earlier studies (Panwalkar et al., 1982;
Cheng, 1992) that there exists an optimal common due-
date k such that one of the jobs completed at time k. It is
also shown in Panwalkar et al. (1982) and Cheng (1992)
that there exists an optimal sequence in which the r-th job
is completed at the due-date k. The value of r is given as

r ¼
nþ 1

2
if n is odd (7)

r ¼
n

2
if n is even (8)

The optimal value of the common due-date (k�) is the sum
of processing times of jobs in the first r positions in the
sequence; i.e.,

k� ¼ C ½r� (9)

When the learning effect is not considered, the optimal
sequence of jobs is obtained by using a simple theorem in
algebra by Cheng (1992). For the same problem, the
optimal sequence of jobs is obtained by using a simple
algorithm in Panwalkar et al. (1982). In the algorithm
given in Panwalkar et al. (1982), the positional weight of
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Table 1
Steps of Algorithm 1 (with a learning effect).

Position-j 1 2 3 4 5 6 7

gj 0 1 2 3 3 2 1

Rank-i 7 5 3 1 2 4 6
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position j, in the sequence j ¼ 1;2; . . . ;n, are obtained.
The optimal sequence is obtained by the well-known
matching procedure of the largest processing time to the
smallest positional weight, the next larger processing time
to the next positional weight, etc. The positional weights
gj are given by

gj ¼ ðj� 1Þ if 1pjpr (10)

gj ¼ ðnþ 1� jÞ if ðr þ 1Þpjpn (11)

It is shown in Cheng (1992) that there are 2r�1 optimal
sequences to this problem if n is odd, and 2r optimal
sequences if n is even.

Organization of this paper: This paper is organized as
follows: we first consider the single machine scheduling
problem with a learning effect, and present an Algorithm 1,
to obtain the optimal sequence. We show that this
Algorithm 1 gives an unique sequence and also show that
this unique sequence is the optimal sequence only when
Baoao0. Next, we consider the same problem with an
aging effect, and present an Algorithm 2, to obtain the
optimal sequence. We show that this Algorithm 2 gives an
unique sequence and also show that this unique sequence
is the optimal sequence only when 0oaoAa. We derive
the bounds Ba and B�a for the learning effect and the
bounds Aa and A�a for the aging effect. We also present a
numerical example with seven jobs for ease of under-
standing and a generalized proof for any number of jobs.

3. Single machine scheduling with a learning effect

In this section, we will consider the single machine
scheduling problem presented by Cheng (1992) with a
learning effect. We now present the algorithm to obtain
the optimal sequence of jobs.

Algorithm 1. With a learning effect

Step 1: Compute the value of r using Eq. (7) or (8).

Step 2: For each position j (j ¼ 1;2; . . . ;n), obtain the positional weights gj

using Eqs. (10) and (11).

Step 3: Rank the positional labels/index gj in descending order of

magnitude such that the largest gj is ranked 1 and the smallest gj is

ranked n. Break the ties in the following manner.

Step 3a: Let there be a gj ¼ 1 in positions 1 to r, and also there be a gj ¼ 1

in positions ðr þ 1Þ to n. When the gj is same, the gj in positions 1 to r

should be ranked before the gj in positions ðr þ 1Þ to n.

Step 4: Obtain the optimal sequence (S) such that job i is scheduled in

position j corresponding to gj ranked in position i.

Step 5: Set the common due-date k� ¼ p½1� þ p½2� þ � � � þ p½r�. Here p½i� is

the processing time of job in position i.

Step 6: The objective function value is computed from Eq. (4), with this k�

and S.

Inclusion of learning effect: The learning effect is
included in Algorithm 1 in Step 3a. In this Step 3a, the
ties are not broken arbitrarily. Hence, the sequence we
obtain at the termination of this Algorithm 1 is an unique
sequence.

Conjecture 1. We show that this unique sequence is the

optimal sequence only when Baoao0. We will also present

a way of obtaining the bound Ba.
Example with a learning effect: Consider the same
example given in Cheng (1992), with a learning effect, to
explain Algorithm 1. The normal processing times for jobs
are p1 ¼ 1, p2 ¼ 3, p3 ¼ 6, p4 ¼ 8, p5 ¼ 11, p6 ¼ 15,
and p7 ¼ 21. In this example n ¼ 7 the number of jobs.
Hence, the value of r ¼ 4 using Eq. (7). We assume that
�0:6309oao0.

The positional weights gj are obtained using Eqs. (10)
and (11). The value of positional weights gj is 0, 1, 2, and 3.
We see that there is a gj ¼ 1, gj ¼ 2, gj ¼ 3 in positions 1 to
r, and there is a gj ¼ 1, gj ¼ 2, gj ¼ 3 in positions ðr þ 1Þ
to n.

In Algorithm 1, the gj in positions 1 to r should be
ranked before the gj in positions ðr þ 1Þ to n. In other
words, the positional weights are ranked as given in Step
3a of Algorithm 1. Hence, the ranking obtained is as shown
in Table 1.

Hence, for this problem, we get the unique sequence
f7 5 3 1 2 4 6g at the termination of Algorithm 1. Let
this unique sequence obtained at the termination of
Algorithm 1 be S� ¼ f7 5 3 1 2 4 6g. The common due-date
k� for this sequence S� is obtained from Step 5 and is
given as

k� ¼ p71a
þ p52a

þ p33a
þ p14a (12)

We will now prove that the unique sequence S� obtained
from our Algorithm 1 is the optimal sequence.

We can see that the sequence S� obtained at the
termination of Algorithm 1 is one of the eight sequences
(S� ¼ S4) obtained when the learning effect is not
considered. In order to prove that S� is the optimal
sequence, we have to show the following:

f ðk�; S�Þpf ðkq; SqÞ for all q ¼ 1;2; . . . ;8 and qa4 (13)

The value of f ðk�; S�Þ is given as

f ðk�; S�Þ ¼
Xn

i¼1

fE½i� þ T ½i�g

f ðk�; S�Þ ¼ ðp52a
þ p33a

þ p14a
Þ þ ðp33a

þ p14a
Þ þ p14a

þ 0

þ p25a
þ ðp25a

þ p46a
Þ þ ðp25a

þ p46a
þ p67a

Þ

f ðk�; S�Þ ¼ p52a
þ 2p33a

þ 3p14a
þ 3p25a

þ 2p46a

þ p67a (14)

Let us consider the sequence S3 ¼ f7 5 3 2 1 4 6g. We show
that the sequence S� is a better sequence than the
sequence S3. For this, we have to prove that f ðk�; S�Þo
f ðk3; S3Þ. Note that in sequence S� if the jobs in positions 4
and 5 are interchanged, then we get the sequence S3.
The common due-date k3 for this sequence S3 is
given as

k3 ¼ p71a
þ p52a

þ p33a
þ p24a (15)
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Table 2
Processing time of jobs according to positions for a ¼ �0:515.

Job-j Positions l

1 2 3 4 5 6 7

1 1 0.6988 0.5679 0.4879 0.4365 0.3974 0.3671

2 3 2.0994 1.7037 1.4691 1.3095 1.1922 1.1013

3 6 4.1988 3.4074 2.9382 2.6190 2.3844 2.2026

4 8 5.5984 4.5432 3.9176 3.4920 3.1792 2.9368

5 11 7.6978 6.2469 5.3867 4.8015 4.3714 4.0381

6 15 10.4970 8.5185 7.3455 6.5475 5.9610 5.5065

7 21 14.6958 11.9259 10.2837 9.1665 8.3454 7.7091
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The value of f ðk3; S3Þ is given as

f ðk3; S3Þ ¼
Xn

i¼1

fE½i� þ T ½i�g

f ðk3; S3Þ ¼ ðp52a
þ p33a

þ p24a
Þ þ ðp33a

þ p24a
Þ þ p24a

þ 0

þ p15a
þ ðp15a

þ p46a
Þ þ ðp15a

þ p46a
þ p67a

Þ

f ðk3; S3Þ ¼ p52a
þ 2p33a

þ 3p24a
þ 3p15a

þ 2p46a

þ p67a (16)

If the sequence S3 ¼ f7 5 3 2 1 4 6g is a better sequence
than the sequence S� ¼ f7 5 3 1 2 4 6g, then f ðk3; S3Þo
f ðk�; S�Þ. Let X ¼ f ðk3; S3Þ � f ðk�; S�Þ. The value of X is
obtained using Eqs. (14) and (16) as

X ¼ ð3p24a
þ 3p15a

Þ � ð3p14a
þ 3p25a

Þ (17)

If X40, then f ðk3; S3Þ4f ðk�; S�Þ, and so the sequence S� is a
better sequence than the sequence S3. We will prove that
X40 below. From Eq. (17), X40 means that

ð3p24a
þ 3p15a

Þ4ð3p14a
þ 3p25a

Þ

ðp24a
þ p15a

Þ4ðp14a
þ p25a

Þ (18)

This Eq. (18) reduces to

4a
ðp2 � p1Þ45a

ðp2 � p1Þ (19)

In Eq. (19), we know that p24p1. Also we know that
4a45a, because a is a negative quantity. Hence, X40. This
implies that f ðk3; S3Þ4f ðk�; S�Þ. Hence, the sequence S� is a
better sequence than the sequence S3.

Note that when a ¼ 0, then the value of X given by
Eq. (17) is 0, which implies that f ðk2; S2Þ ¼ f ðk�; S�Þ. We can
also see from Eqs. (17) and (19) that the optimal sequence
is independent of the value of a, when ao0.

Let us consider another sequence S2 ¼ f7 5 4 1 2 3 6g.
Note that in sequence S� if the jobs in positions 3 and 6 are
interchanged, then we get the sequence S2. The common
due-date k2 for this sequence S2 is given as

k� ¼ p71a
þ p52a

þ p43a
þ p14a (20)

The value of f ðk2; S2Þ is given as

f ðk2; S2Þ ¼
Xn

i¼1

fE½i� þ T ½i�g

f ðk2; S2Þ ¼ ðp52a
þ p43a

þ p14a
Þ þ ðp43a

þ p14a
Þ þ p14a

þ 0

þ p25a
þ ðp25a

þ p36a
Þ þ ðp25a

þ p36a
þ p67a

Þ

f ðk2; S2Þ ¼ p52a
þ 2p43a

þ 3p14a
þ 3p25a

þ 2p36a

þ p67a (21)

If the sequence S2 ¼ f7 5 4 1 2 3 6g is a better sequence
than the sequence S� ¼ f7 5 3 1 2 4 6g, then f ðk2; S2Þo
f ðk�; S�Þ. Let X ¼ f ðk2; S2Þ � f ðk�; S�Þ. The value of X is
obtained using Eqs. (14) and (21) as

X ¼ ð2p43a
þ 2p36a

Þ � ð3p33a
þ 2p46a

Þ (22)

If X40 then f ðk2; S2Þ4f ðk�; S�Þ, and so the sequence S� is a
better sequence than the sequence S2. We will prove that
X40 below. From Eq. (22), X40 means that

ð2p43a
þ 2p36a

Þ4ð2p33a
þ 2p46a

Þ

ðp43a
þ p36a

Þ4ðp33a
þ p46a

Þ (23)

This Eq. (23) reduces to

3a
ðp4 � p3Þ46a

ðp4 � p3Þ (24)

In Eq. (24), we know that p44p3. Also we know that
3a46a, because a is a negative quantity. Hence, X40.
This implies that f ðk2; S2Þ4f ðk�; S�Þ. Hence, here also the
sequence S� is a better sequence than the sequence S2.
In the same way, we can prove that the sequence S� is a
better sequence than the other sequences S3; S5; S6; S7

and S8. Hence, when the learning effect is considered,
the unique sequence we obtain at the termination of
Algorithm 1 is the optimal sequence.

Here also, note that when a ¼ 0, then the value of X

given by Eq. (22) is 0, which implies that f ðk2; S2Þ ¼

f ðk�; S�Þ. So, when the learning effect is not considered i.e.,
a ¼ 0, the optimal sequence is not unique. It is important
to note that this analysis is valid only when �0:6309
oao0.

Numerical example: We now include the learning effect
for example given in Cheng (1992). The normal processing
times for jobs are p1 ¼ 1, p2 ¼ 3, p3 ¼ 6, p4 ¼ 8, p5 ¼ 11,
p6 ¼ 15, and p7 ¼ 21. The processing time of jobs at
various positions in the sequence is given in Table 2, for
the value of a ¼ �0:515. Note that the value of a is in
�0:6309oao0.

The value of common due-date value k1 to k8, and the
objective function value for all the eight sequences S1 to S8

are given in Table 3. From this Table 3, we can see that
the sequence obtained from Algorithm 1 is the optimal
sequence.

4. Single machine scheduling with an aging effect

In this section, we will consider the single machine
scheduling problem presented by Cheng (1992) with an
aging effect. For this case (aging effect) also, the jobs are
numbered according to the shortest normal processing
time rule, i.e., p1pp2p � � �ppn. Because of the aging effect,
the processing time of a job depends on its position in
the sequence. Hence, the processing time of a job is
given as

pjl ¼ pjl
a (25)
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Table 3
Results for the numerical example with a ¼ �0:515.

Sequence Common due-date Objective function value

S1 k1 ¼ fp71a
þ p52a

þ p43a
þ p24a

g ¼ 33:5743 f ðk1 ; S1Þ ¼ 32:7768

S2 k2 ¼ fp71a
þ p52a

þ p43a
þ p14a

g ¼ 33:7307 f ðk2 ; S2Þ ¼ 32:4578

S3 k3 ¼ fp71a
þ p52a

þ p33a
þ p24a

g ¼ 33:5743 f ðk3 ; S3Þ ¼ 32:0949

S4 ¼ S� k� ¼ k4 ¼ fp71a
þ p52a

þ p33a
þ p14a

g ¼ 32:5949 f ðk� ; S�Þ ¼ 31:7759

S5 k5 ¼ fp71a
þ p62a

þ p43a
þ p24a

g ¼ 37:5093 f ðk5 ; S5Þ ¼ 34:1076

S6 k6 ¼ fp71a
þ p62a

þ p43a
þ p14a

g ¼ 36:5299 f ðk6 ; S6Þ ¼ 33:7886

S7 k7 ¼ fp71a
þ p62a

þ p33a
þ p24a

g ¼ 36:3735 f ðk7 ; S7Þ ¼ 33:4257

S8 k8 ¼ fp71a
þ p62a

þ p33a
þ p14a

g ¼ 35:3941 f ðk6 ; S6Þ ¼ 33:1067

Table 4
Steps of Algorithm 2 (with an aging effect).

Position-j 1 2 3 4 5 6 7

gj 0 1 2 3 3 2 1

Rank-i 7 6 4 2 1 3 5

Table 5
Processing time of jobs according to positions for a ¼ 0:515.

Job-j Positions

1 2 3 4 5 6 7

1 1 1.4290 1.7608 2.0420 2.2907 2.5162 2.7241

2 3 4.2870 5.2825 6.1261 6.8721 7.5486 8.1723

3 6 8.5740 10.5650 12.2521 13.7442 15.0973 16.3447

4 8 11.4320 14.0866 16.3362 18.3257 20.1297 21.7929

5 11 15.7189 19.3691 22.4623 25.1978 27.6784 29.9653

6 15 21.4349 26.4125 30.6304 34.3606 37.7432 40.8617

7 21 30.0089 36.9774 42.8825 48.1048 52.8405 57.2064
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In the above equation, pjl is the processing time of job j if it
is in position l of the sequence, and a here is the aging
index and a40. From Eq. (25), we see that pj1opj2

opj3o � � �opjn. For example, if pj ¼ 3 and a ¼ 0:515,
then pj1 ¼ 3, pj2 ¼ 4:2870, pj3 ¼ 5:2825, pj4 ¼ 6:1261,
pj5 ¼ 6:8721, and so on. We can see that the actual
processing time of job j increases when its position in the
sequence increases.

We now present an Algorithm 2, to obtain the optimal
sequence of jobs.

Algorithm 2. With an aging effect

Step 1: Compute the value of r using Eq. (7) or (8).

Step 2: For each position j (j ¼ 1;2; . . . ;n), obtain the positional weights gj

using Eqs. (10) and (11).

Step 3: Rank the positional labels/index gj in descending order of

magnitude such that the largest gj is ranked 1 and the smallest gj is

ranked n. Break the ties in the following manner.

Step 3a: Let there is a gj ¼ 1 in positions 1 to r, and also there is a gj ¼ 1

in positions ðr þ 1Þ to n. When the gj is same, the gj in positions ðr þ 1Þ to

n should be ranked before the gj in positions 1 to r.

Step 4: Obtain the optimal sequence (S) such that job i is scheduled in

position j corresponding to gj ranked in position i.

Step 5: Set the common due-date k� ¼ p½1� þ p½2� þ � � � þ p½r�. Here p½i� is

the processing time of job in position i.

Step 6: The objective function value is computed from Eq. (4), with this k�

and S.

Inclusion of aging effect: The aging effect is included in
Algorithm 2 in Step 3a. In this Step 3a, the ties are not
broken arbitrarily. Hence, the sequence we obtain at the
termination of this Algorithm 2 is an unique sequence.

Conjecture 2. We show that this unique sequence is the

optimal sequence only when 0oaoAa. We will also present

a way of obtaining the bound Aa.

This above conjecture can be proved in the same
manner as the proof of Conjecture 1 presented in the
earlier section.
Numerical example: We now include the aging effect for
example given in Cheng (1992). The normal processing
times for jobs are p1 ¼ 1, p2 ¼ 3, p3 ¼ 6, p4 ¼ 8, p5 ¼ 11,
p6 ¼ 15, and p7 ¼ 21. The ranking obtained using Step 3a
of Algorithm 2 is shown in Table 4. The processing time of
jobs at various positions in the sequence is given in Table 5,
for the value of a ¼ 0:515. Note that 0oao0:8181.

The value of common due-date value k1 to k8, and the
objective function value for all the eight sequences S1 to S8

are given in Table 6. From this Table 6, we can see that
the sequence obtained from Algorithm 3 is the optimal
sequence.
5. Generalization with a learning/aging effect

In this section, we will give the proof of optimal
sequence for any number of jobs. Here, we assume that for
learning effect Baoao0 and for aging effect 0oaoAa.

Inclusion of learning effect: We consider n the number
of jobs is odd. Using Eq. (7), we obtain r ¼ ðnþ 1Þ=2.
The positional weights gj can be obtained using Eqs. (10)
and (11). The value of positional weights gj ðj ¼ 1;2; . . . ;nÞ
vary from 0 to r � 1. The value of g1 ¼ 0; the value of g2

and gn are 1; the value of g3 and gn�1 are 2. In the same
way the value of gr and grþ1 are r � 1.

In Algorithm 1 (Step 3a), the gj in positions 1 to r

should be ranked before the gj in positions ðr þ 1Þ to n. We
obtain the following unique sequence at the termination
of Algorithm 1. Let this unique sequence obtained at the
termination of Algorithm 1 be S� and is

S� ¼ fn; ðn� 2Þ; ðn� 4Þ; . . .1;2; . . . ðn� 5Þ; ðn� 3Þ; ðn� 1Þg

(26)
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Table 6
Results for the numerical example with a ¼ 0:515.

Sequence Common due-date Objective function value

S1 k1 ¼ fp71a
þ p52a

þ p43a
þ p24a

g ¼ 56:9316 f ðk1; S1Þ ¼ 140:1989

S2 k2 ¼ fp71a
þ p52a

þ p43a
þ p14a

g ¼ 52:8476 f ðk2; S2Þ ¼ 141:6910

S3 k3 ¼ fp71a
þ p52a

þ p33a
þ p24a

g ¼ 53:4100 f ðk3; S3Þ ¼ 143:2204

S4 k4 ¼ fp71a
þ p52a

þ p33a
þ p14a

g ¼ 49:3259 f ðk4; S4Þ ¼ 144:7125

S5 ¼ S� k� ¼ k5 ¼ fp71a
þ p62a

þ p43a
þ p24a

g ¼ 62:6476 f ðk�; S�Þ ¼ 135:0184

S6 k6 ¼ fp71a
þ p62a

þ p43a
þ p14a

g ¼ 58:5636 f ðk6; S6Þ ¼ 136:5105

S7 k7 ¼ fp71a
þ p62a

þ p33a
þ p24a

g ¼ 59:1260 f ðk7; S7Þ ¼ 138:0399

S8 k8 ¼ fp71a
þ p62a

þ p33a
þ p14a

g ¼ 55:0419 f ðk6; S6Þ ¼ 139:5320
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The common due-date k� for this sequence S� is obtained
from Step 5 and is

k� ¼ pn1a
þ pðn�2Þ2

a
þ pðn�4Þ3

a
þ � � � þ p1ra (27)

We will now prove that the unique sequence S� obtained
from our Algorithm 1 is the optimal sequence. The value
of f ðk�; S�Þ is given as

f ðk�; S�Þ ¼
Xn

i¼1

fE½i� þ T ½i�g

f ðk�; S�Þ ¼ pðn�2Þ2
a
þ 2pðn�4Þ3

a
þ 3pðn�6Þ4

a

þ � � � þ ðr � 1Þp1ra þ ðr � 1Þp2ðr þ 1Þa

þ � � � þ 3pðn�5Þðn� 2Þa þ 2pðn�3Þðn� 1Þa

þ pðn�1Þn
a (28)

We can also see that the sequence S� obtained at the
termination of Algorithm 1 is one of the 2r�1 sequences
obtained when the learning effect is not considered.

Proof. We prove that S� is the optimal sequence by
considering any one of the other 2r�1 sequences obtained
when the learning effect is not considered.

Let us consider the sequence Sa given as

Sa ¼ fn; ðn� 2Þ; ðn� 4Þ; . . .2;1; . . . ðn� 5Þ; ðn� 3Þ; ðn� 1Þg

(29)

We show that the sequence S� is a better sequence than
the sequence Sa. For this, we have to prove that
f ðk�; S�Þof ðka; SaÞ. Note that in sequence S� if the jobs in
positions r and r þ 1 are interchanged, then we get the
sequence Sa. The common due-date ka for this sequence Sa

is given as

ka ¼ pn1a
þ pðn�2Þ2

a
þ pðn�4Þ3

a
þ � � � þ p2ra (30)

The value of f ðka; SaÞ is given as

f ðka; SaÞ ¼
Xn

i¼1

fE½i� þ T ½i�g

f ðka; SaÞ ¼ pðn�2Þ2
a
þ 2pðn�4Þ3

a
þ 3pðn�6Þ4

a

þ � � � þ ðr � 1Þp2ra þ ðr � 1Þp1ðr þ 1Þa

þ � � � þ 3pðn�5Þðn� 2Þa þ 2pðn�3Þðn� 1Þa

þ pðn�1Þn
a (31)

If sequence Sa is a better sequence than the sequence
S�, then f ðka; SaÞof ðk�; S�Þ. Let X ¼ f ðka; SaÞ � f ðk�; S�Þ
and is

X ¼ fðr � 1Þ � p2ra þ ðr � 1Þ � p1ðr þ 1Þag

� fðr � 1Þ � p1ra þ ðr � 1Þ � p2ðr þ 1Þag (32)

If X40, then f ðka; SaÞ4f ðk�; S�Þ, and so the sequence S� is a
better sequence than the sequence Sa. We will prove
below that X40. From Eq. (32), X40 means that

fðr � 1Þp2ra þ ðr � 1Þp1ðr þ 1Þag

4fðr � 1Þp1ra þ ðr � 1Þp2ðr þ 1Þag

fp2ra þ p1ðr þ 1Þag4fp1ra þ p2ðr þ 1Þag (33)

This Eq. (33) reduces to

raðp2 � p1Þ4ðr þ 1Þaðp2 � p1Þ (34)

In Eq. (34), we know that p24p1. Also we know that
ra4ðr þ 1Þa, because a is a negative quantity. Hence, X40.
This implies that f ðka; SaÞ4f ðk�; S�Þ. Hence, the sequence S�

is a better sequence than the sequence Sa. When a ¼ 0,
then the value of X given by Eq. (32) is 0, which implies
that f ðka; SaÞ ¼ f ðk�; S�Þ.

In the same manner, we can prove that for any
sequence Sq, f ðkq; SqÞ4f ðk�; S�Þ and hence S� is the unique
optimal sequence. Note that in our proof we have taken n

is odd. A similar proof can be easily obtained when n is
even. It is important to note that this analysis is valid only
when Baoao0.

Inclusion of aging effect: We consider n the number
of jobs is odd. Using Eq. (7), we obtain r ¼ ðnþ 1Þ=2.
The positional weights gj can be obtained using Eqs. (10)
and (11). The value of positional weights gj ðj ¼ 1;2; . . . ;nÞ
vary from 0 to r � 1. The value of g1 ¼ 0; the value of g2

and gn are 1; the value of g3 and gn�1 are 2. In the same
way the value of gr and grþ1 are r � 1.

In Algorithm 2 (Step 3a), the gj in positions ðr þ 1Þ to n

should be ranked before the gj in positions 1 to r. We
obtain the following unique sequence at the termination
of Algorithm 2. Let this unique sequence obtained at the
termination of Algorithm 2 be S� and is

S� ¼ fn; ðn� 1Þ; ðn� 3Þ; . . .2;1; . . . ðn� 6Þ; ðn� 4Þ; ðn� 2Þg

(35)

The common due-date k� for this sequence S� is obtained
from Step 5 and is

k� ¼ pn1a
þ pðn�1Þ2

a
þ pðn�3Þ3

a
þ � � � þ p1ra (36)
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We can easily prove that the unique sequence S� obtained
from our Algorithm 2 is the optimal sequence, in the same
manner as done before with learning effect.

6. Derivation of bounds on learning/aging effect

In the earlier section, we have shown that Algorithm 1
will give unique optimal sequence when Baoao0 for
learning effect. We have also shown that Algorithm 2 will
give unique optimal sequence when 0oaoAa for aging
effect. In this section, we will show how to obtain these
bounds.

Bounds for learning effect: Let n be odd. The bounds are
obtained using the positional weights obtained from (10)
and (11). The positional weights g2 and gn are same and is
1. In Algorithm 1, position n is assigned before position 2.
This means that g2 � 2a4gn � na which is true because
ao0.

The positional weights g2 and gn�1 are 1 and 2,
respectively. In Algorithm 1, position 2 is assigned before
position ðn� 1Þ. This means that g2 � 2a4gn�1 � ðn� 1Þa.
If g2 � 2a

¼ gn�1 � ðn� 1Þa, there are two sequences that
are optimal. So we have to find the maximum value of a
(given as Ba) for which g2 � 2a4gn�1 � ðn� 1Þa. This can be
obtained by equating g2 � 2a and gn�1 � ðn� 1Þa and is

Ba ¼
logð2Þ � logð1Þ

logð2Þ � logðn� 1Þ
(37)

The positional weights g2 and g3 are also 1 and 2,
respectively. In Algorithm 1, position 2 is assigned before
position 3. This means that g2 � 2a4g3 � 3a. If g2 � 2a

¼

g3 � 3a, there are two sequences that are optimal. So we
have to find the maximum value of a (given as B�a) for
which g2 � 2a4g3 � 3a. This can be obtained by equating
g2 � 2a and g3 � 3a and is

B�a ¼
logð2Þ � logð1Þ

logð2Þ � logð3Þ
(38)

Hence, Algorithm 1 gives unique optimal sequence only
when Baoao0.

When aoB�a, we can see that g1 ¼ 0, g2 � 2a4
g3 � 3a4 � � �4gn � na. Hence, the optimal sequence ob-
tained by arranging the longest job in first position and
the rest of the jobs in SPT order.

When B�aoaoBa, the learning effect can be incorpo-
rated in the positional weights as

gj ¼ ðj� 1Þ � ja if 1pjpr (39)

gj ¼ ðnþ 1� jÞ � ja if ðr þ 1Þpjpn (40)

The optimal sequence can be obtained by using the
positional weights given by (39) and (40) (Panwalkar
et al., 1982).

Bounds for aging effect: Let n be odd. The bounds are
obtained using the positional weights obtained from (10)
and (11). The positional weights g2 and gn are same and is
1. In Algorithm 2, position 2 is assigned before position n.
This means that gn � na4g2 � 2a which is true because
a40.

The positional weights g3 and gn are 2 and 1,
respectively. In Algorithm 2, position n is assigned before
position 3. This means that gn � na4g3 � 3a. If gn � na ¼

g3 � 3a, there are two sequences that are optimal. So we
have to find the minimum value of a (given as Aa) for
which gn � na4g3 � 3a. This can be obtained by equating
gn � na and g3 � 3a and is

Aa ¼
logð2Þ � logð1Þ

logðnÞ � logð3Þ
(41)

The positional weights gn and gðn�1Þ are also 1 and 2,
respectively. In Algorithm 2, position n is assigned before
position ðn� 1Þ. This means that gn � na4gðn�1Þ � ðn� 1Þa.
If gn � na ¼ gðn�1Þ � ðn� 1Þa, there are two sequences that
are optimal. So we have to find the minimum value of a
(given as A�a) for which gn � na4gðn�1Þ � ðn� 1Þa. This can
be obtained by equating gn � na and gðn�1Þ � ðn� 1Þa and is

A�a ¼
logð2Þ � logð1Þ

logðnÞ � logðn� 1Þ
(42)

Hence, Algorithm 2 gives unique optimal sequence only
when 0oaoAa.

When a4A�a, we can see that g1 ¼ 0, g2 � 2a

og3 � 3ao � � �ogn � na. Hence, the optimal sequence
obtained by arranging the jobs in LPT order.

When AaoaoA�a, the learning effect can be incorpo-
rated in the positional weights as given in (39) and (40)
and the optimal sequence can be obtained from Panwalkar
et al. (1982).

We can see for the numerical example with seven
jobs Ba ¼ �0:6309, B�a ¼ �1:7095, Aa ¼ 0:8181, and
A�a ¼ 4:4966.

7. Conclusions

The learning/aging effect in an n job single machine
scheduling problem with common due date is considered.
The objective is to determine the optimal common due
date and the optimal sequence of jobs that minimizes
a cost function in the presence of learning/aging effect.
The cost function depends on the individual job earliness
and tardiness values. In this paper, two bounds Ba and B�a
for the learning index a are derived. We have shown that
when Baoao0, then the optimal sequence is unique and
provide an Oðn log nÞ algorithm to obtain this unique
optimal sequence and the optimal common due date. We
have also shown that when aoB�a, the optimal sequence is
obtained by arranging the longest job in first position and
the rest of the jobs in SPT order. Similarly, we show two
bounds Aa and A�a for the aging index a are derived. We
have shown that when 0oaoAa, then the optimal
sequence is unique and provide an Oðn log nÞ algorithm
to obtain this unique optimal sequence and the optimal
common due date. We also show that when a4A�a, the
optimal sequence is obtained by arranging the jobs in LPT
order. A numerical example is presented for illustration of
our analysis.
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