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Abstract

According to previous research of Chang et al. [Chang, P. C., Chen, S. H., & Lin, K. L. (2005b). Two phase sub-population genetic algorithm for parallel machine scheduling problem. Expert Systems with Applications, 29(3), 705–712], the sub-population genetic algorithm (SPGA) is effective in solving multiobjective scheduling problems. Based on the pioneer efforts, this research proposes a mining gene structure technique integrated with the SPGA. The mining problem of elite chromosomes is formulated as a linear assignment problem and a greedy heuristic using threshold to eliminate redundant information. As a result, artificial chromosomes are created according to this gene mining procedure and these artificial chromosomes will be reintroduced into the evolution process to improve the efficiency and solution quality of the procedure. In addition, to further increase the quality of the artificial chromosome, a dynamic threshold procedure is developed and the flowshop scheduling problems are applied as a benchmark problem for testing the developed algorithm. Extensive tests in the flow-shop scheduling problem show that the proposed approach can improve the performance of SPGA significantly.
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1. Introduction

In the operations research literature, flowshop scheduling is one of the most well-known problems in the area of scheduling. Flowshops are useful tools in modeling manufacturing processes. A permutation flowshop is a job processing facility which consists of several machines and jobs to be processed on the machines. In a permutation flowshop all jobs follow the same machine or processing order and job processing is not interrupted once started. Our objective is to find a sequence for the jobs so that the makespan or the completion time is a minimum.

Various approaches to this problem have been proposed since the pioneering work of Johnson (Affenzeller, 2002). Genetic Algorithms have been applied (Davis, 1991; Goldberg, 1989; Holland, 1975) to combinatorial optimization problems such as the traveling salesman problem (Jog, Suh, & Gucht, 1989; Starkweather, McDaniel, Whitley, Mathias, & Whitley, 1991; Ulder, 1991), and scheduling problems (see for example, Fox & McMahon, 1991; Ishibuchi, Yamamoto, Murata, & Tanaka, 1994). A simulated annealing (SA) approach to the flowshop problem was proposed by Osman and Potts (1989) and Ogbu and Smith (1990). This approach was shown to produce high quality solutions. The performance of these heuristics has been measured on a set of 120 benchmark instances of the PFSP proposed in Taillard (1991). A GA for flowshop scheduling was proposed by Reeves (1995), which was then tested on several categories of problems with time gradients and job correlations and some hard test problems. GA was overall seen to produce results comparable to SA for the flowshop sequencing problem for most types and sizes of problems. Further, GA was shown to perform relatively better for large problems and reaches near-optimal solutions earlier. Both GA and SA outperform other heuristics.
2. Approaches in multiobjective scheduling problems

The flow shop scheduling problem is a NP-Hard problem, which all algorithms cannot solve it in a polynomial time. When the problem size is larger than 50, it is time-consuming to solve by exact algorithms, such as Branch-and-Bound algorithm and dynamic programming. Therefore, researchers developed some metaheuristics to solve it. Moreover, if the multiple objectives of a problem are considered, it becomes more complex. Therefore, recent development in evolutionary multiobjective optimization provides interesting results as discussed by Deb, Amrit, Sameer, and Meyarivan (2002) Zitzler, Laumanns, and Bleuler (2004). In addition, some sub-population-like approaches also can be found in related literatures, such as segregative genetic algorithms (Affenzeller, 2002), multi-sexual genetic algorithm (Lis & Eiben, 1997), multipopulation genetic algorithm (Cochran, Horng, & Fowler, 2003), hierarchical fair competition model (Hu, Goodman, Seo, Fan, & Rosenberg, 2005), MO particle swarm optimization (Coello, Pulido, & Lechuga, 2004; Mostaghim & Teich, 2004) and two phases sub-population GA (Chang, Chen, & Lin, 2005b). Therefore, different EMO algorithms are proposed and the efficiency and solution quality are greatly improved.

Since Schaffer (1985) proposed VEGA (vector evaluated genetic algorithm) in 1985, the application of GAs in solving multiobjective problems has been developed and it bloomed in the mid 1990s. The research introduces two of the most famous and well-known approaches of GAs: SPEA-II and NSGA-II in the following, and because the proposed algorithm is established based on SPGA, it will be described as well.

2.1. Strength Pareto evolutionary algorithm-II (SPEA-II)

SPEA-II was proposed by Zitzler, Laumanns, and Thiele (2001) which is improved from SPEA (Zitzler & Thiele, 1999). There are three main differences between SPEA-II and SPEA:

1. **Fitness assignment**: In SPEA-II, each individual has a strength value calculated. The calculation model of SPEA-II for fitness is not only based on the strength value, but also on the density degree.

2. **Density estimation**: In SPEA-II, besides the strength value, each individual has its own $\sigma_k^i$, which is called the value of density in our study. The calculation of $\sigma_k^i$ is to sort first the values of all objectives; each individual $\sigma_k^i$ is equal to the sum of the value difference between each objective value and its $k$th nearest neighbor. The fitness value equals the strength value plus the density degree.

3. **Archive truncation method**: In SPEA-II, the size the outside storage file is fixed, and the individual crossover and mutation process can only take place in the storage file.

2.2. Non-dominated sorting genetic algorithm-II (NSGA-II)

NSGA-II was proposed by Deb et al. (2002). To improve the fitness assignment of NSGA, it adopts a crowding distance to measure the density of individuals in solution space. The algorithm of NSGA-II can be divided in three parts:

1. **Non-dominated sorting**: $N$ populations and their $N$ sub-populations first compose of a $2N$ population and then they are sorted according to each individual’s domination situation.

2. **Crowding distance computation**: Crowding distance computation is used to decrease the competitive ability of the non-dominated solutions with more crowding distance.

3. **Crowded computation operator $\triangledown$**: This operator is used as a selection tool. The selection is based on two comparison rules: (1) the smaller level the individual belongs to, the better the solution is; (2) an individual with greater crowding distance has better solution because the area it belongs to is less crowded.

2.3. Sub-population genetic algorithm (SPGA)

SPGA was proposed by Chang et al. (2005b). In this approach, the original population is divided into several sub-populations which will be assigned with different weights to search optimal solutions in different directions. This way can consider both the expanding and converging natures of the solutions. There are three main characteristics of SPGA:

1. The original population is divided into numerous small sub-populations which are designed to explore the solution space; each sub-population is independent and unrelated to each other.

2. The multiple objectives are scalarized into single objective and each sub-population is assigned with different weight, which stands for different searching direction. An outside storage file is set up to record the non-dominated solutions appeared during the searching process. Certain individuals are chosen from the file in the process of crossover.

3. Replacement process has to be converged after certain generations; that is, the sub-populations will replace the original populations only when they are superior to the original ones.

The searching procedure of SPGA is depicted as shown in Fig. 2.1.

2.4. Mining gene structure (MGS)

There is a lot of useful information hidden in the evolvement process of GAs and each produced solution also
reveals certain useful signals which can be used for further applications; for example, Chang, Wang, and Liu (2005a) proposed a methodology to improve GAs by mining gene structures which was used to solve traveling salesman problem (TSP). This study will integrate mining gene structures with SPGA such that the convergence of solutions can be speeded and solutions with better quality can be obtained. A “fabrication operator” is proposed to generate a new set of chromosomes by collecting useful information from elite chromosomes generated in previous generations. For each chromosome, a gene represents the job and the sequence the position each job is assigned. The number of times of the job showing up at each different position was counted and recorded in a “dominance matrix”. This process was named “voting”. The element $M_{ij}$ in the matrix represented the times that job $i$ appeared at position $j$. Thus a dominance matrix generated from the chromosome base is formed. According to this dominance matrix, an “artificial chromosome” can be generated by the following steps:

Processes of generate fabricated chromosomes:

1. **Step 0.** Set $i = 1$.
2. **Step 1.** Set $\pi = E(i)$ and Pos = 1.
3. **Step 2.** $j = \pi$(Pos), $M_{j,\text{Pos}} = M_{j,\text{Pos}} + 1$.
4. **Step 3.** If Pos small than the length, then Pos++, go to Step 2.
   Else if $i$ small than size, then $i++$, go to Step 1.
   Else go to Step 4.
5. **Step 4.** $j_{\text{V}l_{j}}$ is the maximum of $M_{jP}$. If there is any other $l$ where $|V_{l}| = |V_{l'}|$, go to step 3; otherwise, go to step 2.
6. **Step 5.** Remove job $|C_{l}|$ from $A$ to $A'$, and let it to hold the $l$th sequence in fabricated chromosomes. Then, go to step 4.
7. **Step 6.** Remove jobs $|C_{l}|$ and $|C'_{l'}|$ from $A$ to $B$. Then, go to step 4.
8. **Step 7.** If $A = \phi$, then, go to step 5; otherwise, go back to step 1.
9. **Step 8.** Randomly assign the jobs in $B$ to the unassigned sequences in fabricated chromosomes.

![Fig. 2.1. The framework of SPGA (Chang et al., 2005b).](image)

![Fig. 2.2. The working procedure of fabrication operator (Chang et al., 2005a).](image)
The following is a simple example for the fabrication operator as shown in Fig. 2.2, i.e., a simple example for the fabrication operator.

This research extends SPGA (Chang et al., 2005b) by integrating the mining gene structure approach with SPGA, which becomes the so-called MGSPGA (mining gene structures on sub-population genetic algorithm), a algorithm with both natures of convergence and diffusivity. Detailed development of the integrated approach will be described in the next section.

3. Methodology

A new GA is developed in this research which is called mining gene structures on sub-population genetic algorithm (MGSPGA). The method is proposed to solve flow-shop scheduling problems and will be compared with SPGA, NSGA-II and SPEA-II. Through literature reviews, we find that SPGA has very good diffusivity when solving multiobjective problems; however, as for convergence, there still remains room for improvement. Thus, the research tries to strengthen the solution convergence of SPGA by mining gene structures. Except for the original mining gene structures (MGS) (Chang et al., 2005a), there are two more methods proposed – weighting mining gene structures (WMGS) and threshold mining gene structures (TMGS); these three methods are later integrated with SPGA. This section is organized as the following: the three approaches of MGS are first introduced, and then the steps of solutions are depicted. Finally, the evaluation approach to use for the comparison of each algorithm is introduced.

3.1. Approaches of mining gene structures

3.1.1. Mining gene structures (MGS)

Mining gene structures was proposed by Chang et al. (2005a) who used statistic sorting of elite chromosomes to find better genetic sorts for the making of artificial chromosomes. When collecting genetic information, the sorting of each elite chromosome will be recorded in a dominance matrix. After several generations, the artificial chromosomes will be generated from voting results. After the first set of artificial chromosomes is generated, all values of the matrix return to zero for re-voting process. The same approach will be integrated with SPGA and applied to solve multiobjective scheduling problems.

3.1.2. Weighting mining gene structures (WMGS)

In the MGS proposed by Chang et al. (2005a), only the elite solutions have the vote power, and the power of each elite solution is equally effective. If this voting model is applied to SPGA, there will have two problems:

1. The original votes of each elite solution have the same effectiveness, which makes it hard to distinguish which one is superior/inferior.

Based on above two problems, the research proposed a weighting mining gene structures method to overcome this situation. This method differs from the original MGS in that it can give different weights according to the goodness or badness of each solution; that is, each voting solution has different effectiveness; information provided by a better solution has relatively higher value for reference, which will be assigned higher weights. Hence, more solutions can be accepted for voting. The procedure of WMGS is very similar to MGS introduced in Section 2.4; the only difference is in step 2 and it will be substituted by weighting vote, and the calculation of weighting vote is as follows:

\[ M_{j, Pos} = M_{j, Pos} + (w_{n1} \cdot f(x_1) + w_{n2} \cdot f(x_2)) \]  

where

\[ M_{j, Pos} \]  

is the voting number of the chromosome

\[ w_{n1} \cdot f(x_1) \]  

the fitness function value of the normalization of objective 1

\[ w_{n2} \cdot f(x_2) \]  

the fitness function value of the normalization of objective 2

3.1.3. Threshold mining gene structures (TMGS)

When creating the artificial solutions by WMGS, normally the processing order of each objective can be ensured; therefore, the sorting of the produced chromosome should be exactly identical, which causes a waste of searching resources. Thus, a threshold value is set up to limit the number of times each gene showing up in each position and the rest can be assigned in a random way. A variety of artificial chromosomes combination can be obtained by this way. The threshold setting has the following two advantages:

1. To avoid the waste of searching resources.
2. To have similar effectiveness to area searching.

A simple example is given to explain the procedure of TMGS. The voting result after the weights being assigned is shown in Fig. 3.1. It is supposed that the threshold value

![The result of considering the threshold effect](image)

<table>
<thead>
<tr>
<th>Production Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 2 3 4 5 6</td>
</tr>
<tr>
<td>1 2 3 4 5 6</td>
</tr>
<tr>
<td>1 0.1085 3.1427 3.8775 1.7340 1.1775 1</td>
</tr>
<tr>
<td>2 1 0.1085 3.1427 2.5957 1.7340 2.4588</td>
</tr>
<tr>
<td>3 2.0874 1.4184 0.1085 1.3036 2.1552 3.9665</td>
</tr>
<tr>
<td>4 3.0485 1.9101 2.0012 1.2637 1.3978 1.4184</td>
</tr>
<tr>
<td>5 2.8163 4.4900 0.9101 2.7448 0.1085 0</td>
</tr>
<tr>
<td>6 1.9791 1.3036 1 1.3978 3.1633 2.1959</td>
</tr>
</tbody>
</table>

Fig. 3.1. Voting results (by having considered the threshold effect).
is set as 2, which means the weight assignment stops when the unsorted sequence is smaller than or equals 2. The same assignment procedure is carried out for the sorting of manufacturing sequences until the completion of all jobs to be sorted or the threshold value to be achieved. Hence the sorting result is: 5→1→6→3, with two positions left for random sorting. Fig. 3.2 shows two possibilities of the sorting information released from artificial chromosomes.

3.2. Mining gene on sub-population genetic algorithm (MGSPGA)

3.2.1. Characteristics of MGSPGA

In this algorithm, the original population is divided into several sub-populations to search solutions separately. By assigning different weights, each sub-population can focus on its own searching in a specific small area. This way can help to strengthen the solution diffusivity effectively.

1. Multiple objectives are transformed into a single objective function by using weighting model. The solution space can be divided into several small areas according to the assigned weights. The weighting combination of each sub-population is \((w_{n1}, w_{n2})\), in which \(n\) stands for the ordinal number of sub-populations. Besides, the concept of SPEA-II is used to record the non-dominated solutions appearing in the searching process in an outside storage file and these solutions later become the elite solutions by elitist mechanism.

2. Mining gene structure is used to extract useful information from chromosomes. In the process of mutation, a set of artificial chromosomes is made to mutate simultaneously. Normally artificial chromosomes will have good sorting results, which is beneficial for GAs to search better solution spaces and find better solutions. The artificial chromosomes can help to strengthen the solution convergence effectively.

3. After a certain number of generations, sub-populations are enforced to converge; the sub-populations can replace their parent population only if they are superior to the original population.

3.2.2. The procedure of MGSPGA

The procedure of MGSPGA is depicted as shown in Fig. 3.3. The parameters of the algorithm \(N, ns, n,\) and iteration are number of chromosomes, number of sub-populations, number of individuals in each sub-population, and number of iterations (number of solutions should be examined/ns) respectively. The methods for selection, crossover, mutation, objective function calculation, fitness assignment, and weight assignment are the same as defined by Chang et al. (2005b), which are binary tournament, two points crossover, shift mutation, total makespan and total tardiness time, and scalarized weight assignment respectively. Voting is to record the solution information in the dominance matrix. There are three methods included in fabrication operator: MGS, WMGS and TMGS. The detailed procedure is shown as in Section 2.4. The encoding techniques of chromosomes are sequential type for the scheduling problems. The procedure of the MGSPGA is explained as the following:

\(N\) is the number of sub-populations; \(g\) is the number of generations; \(k\) is the interval number of artificial chromosomes’ generations.

1. Initialize ()
2. DividePopulation()
3. AssignWeightToEachObjectives()
4. counter ← 0
5. while counter < Iteration do
6. for \(i = 1\) to \(ns\) do
7. FindPareto\((i)\)
8. Fitness\((i)\)
9. Elitism\((i)\)
10. Voting\((i)\)
11. Selection\((i)\)
12. Fabrication\((i)\)
13. Crossover\((i)\)
14. Mutation\((i)\)
15. Replacement\((i)\)
16. end for
17. counter ← counter + 1
18. end while
19. counter ← 0

Compared with SPGA, this approach is different in that it has the mechanism of creating artificial chromosomes and the sorting information of chromosomes in each mutation is recorded for the use of creating artificial chromosomes and placing them in the mating pool for evolution.

3.3. Performance measure

3.3.1. By \(D_{1R}\) value

\(D_{1R}\) is a metric which considers the convergence and diversity simultaneously (Knowles & Corne, 2002) and it is adopted in this research to evaluate the solution quality. Its main concept is to calculate the shortest distance...
between each solution in the Pareto-Solution set and the set to be compared with, and then calculate the mean value. The smaller $D_{1R}$ is the better. The procedure is explained as follows:

$A_j$ is the number of the sets to be compared, and the $j = 1, 2, \ldots, J$. Therefore, if there are $J$ sets to be compared, then the $D_{1R}$ value of each set has to be calculated. $Z^*$ is the referred or real set of the Pareto Solution. The formula of $D_{1R}$ is as follows:

$$D_{1R}(A_j) = \frac{1}{|Z^*|} \sum_{y \in Z^*} \min \{d_{xy} | x \in A_j \}$$

(3.2)

$d_{xy}$ is the distance of each solution in set $A_j$ and the formula is

$$d_{xy} = \sqrt{f_1^*(y) - f_1(x) + \cdots + (f_n^*(y) - f_n(x))}$$

(3.3)

In formula (3.3), $N$ is the function number of the objectives; in this research, $N = 2$. The distance is not computed directly from the calculation of the objective value; instead, $d_{xy}$ is computed indirectly after normalization. The normalization procedure is to convert all objective values between 0 and 100.

3.3.2. Non-dominated solution numbers and completion time

When comparing the advantages and disadvantages of different algorithms, this research also compares the number of the final non-dominated solutions of each algorithm. The completion time of each method is provided as well.
The method with the shortest completion time to find the non-dominated solution number is the best because if the complexity of a case becomes higher, saving the time for decision making can help the decision maker to respond the current problems quickly.

4. Experimental results and analysis

The research uses the flowshop scheduling case study by Ishibuchi, Yoshida, and Murata (2003) in which four types were included in the bi-objective flow-shop problems; they were 20 jobs in 20 machines, 40 jobs in 20 machines, 60 jobs in 20 machines and 80 jobs in 20 machines. The processing and completion time are the same as used in Ishibuchi et al.’s (2003). The experimental results will be compared with those of SPGA, NSGA-II and SPEA-II.

4.1. Parameter design

4.1.1. Common parameters

The approach proposed in this research and those to be compared have certain common parameters, for example, the number of original population, crossover rate, mutation rate and termination condition, etc. After simple experimental design, the setting of common parameters is listed as shown in Table 4.1.

4.1.2. Individual parameters

MGSPGA differs from SPGA in that it has two more parameters to be considered. In MGSPGA, because of the added MGS, the number of created artificial chromosomes and interval generation number of the solutions generated have to be set. Besides, when using TMGS, one more threshold value has to be set, this is set to be 4 after experiments. Three factors are tested for the experimental design: four processing levels in the number of artificial chromosomes, three processing levels in the interval generation number and three approaches of MGS. The combination sample problems of four jobs and the number of machines are also tested. The processing level of each factor is shown in Table 4.2.

After combining the 3-genes MGS approach with SPGA to be MGSPGA, the parameter combination 3 × 4 × 3 = 36 is used for experiments and we find that only $D_{1R}$ has significant impact on MGSPGA (see Table 4.3). According to Table 4.1, we can find that the effectiveness of TMGS is the best, WMGS the second, the MGS the last. According to Table 4.2, there is no such reciprocal function between these three factors. Since both interval generation number and artificial chromosome number have no significant impacts on the experimental results, it is no need to set them. Thus, in the following tests, the parameters are set as 20 artificial chromosomes and 40 interval generations. TMGS, the approach with the better effectiveness, is used to be compared with the rest algorithms. According to the main effect plot at Fig. 4.1 and the interaction plot at Fig. 4.2, the approach with the better effectiveness is applied for the comparisons with other algorithms.

4.2. Experimental results

When testing flowshop scheduling problems, the scheduling performance measure index is minimum with maximum completion time and maximum with minimum completion time. Four different types are tested. Among them, the termination condition for different algorithms is the same: when the total searching number equals one million, it stops searching. The following is the results of 30 times testing.

4.2.1. 20 Jobs in 20 machines

The testing result of the sample problem of 20 jobs in 20 machines is depicted in Table 4.4. For the column of $D_{1R}$, Min is the minimum value after 30 times testing under the parameter combination set as mentioned above; on the other hand, Max is the maximum value; Avg is the average

<table>
<thead>
<tr>
<th>Table 4.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter setting</td>
</tr>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>Population size</td>
</tr>
<tr>
<td>Crossover rate</td>
</tr>
<tr>
<td>Mutation rate</td>
</tr>
<tr>
<td>Number of sub-populations</td>
</tr>
<tr>
<td>Stop criterion</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>The experimental factors</td>
</tr>
<tr>
<td>Factor</td>
</tr>
<tr>
<td>The number of generation to produce artificial chromosome (Int)</td>
</tr>
<tr>
<td>The number of chromosome to be generated (Qua)</td>
</tr>
<tr>
<td>Mining gene methods (Met)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>The ANOVA result of the experiment</td>
</tr>
<tr>
<td>Source</td>
</tr>
<tr>
<td>Int</td>
</tr>
<tr>
<td>Qua</td>
</tr>
<tr>
<td>Met</td>
</tr>
<tr>
<td>Int * Qua</td>
</tr>
<tr>
<td>Int * Met</td>
</tr>
<tr>
<td>Qua * Met</td>
</tr>
<tr>
<td>Int * Qua * Met</td>
</tr>
<tr>
<td>Error</td>
</tr>
<tr>
<td>Total</td>
</tr>
</tbody>
</table>

value of these 30-time tests. From Table 4.4, it is obvious that MGSPGA has better $D_1$ value than other approaches in general, and has more average non-dominated solution numbers. Its completion time is slightly

Table 4.4
The algorithm comparison of 20 jobs and 20 machines flowshop problem

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$D_1$</th>
<th>Number</th>
<th>Sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Min</td>
<td>Avg</td>
<td>Max</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>11.5</td>
<td>13.5</td>
<td>15.1</td>
</tr>
<tr>
<td>SPEA-II</td>
<td>9.4</td>
<td>14.4</td>
<td>20.6</td>
</tr>
<tr>
<td>SPGA</td>
<td>4.8</td>
<td>6.3</td>
<td>8.3</td>
</tr>
<tr>
<td>MGSPGA</td>
<td>3.9</td>
<td>5.8</td>
<td>7.1</td>
</tr>
</tbody>
</table>

Fig. 4.1. The main plot of the three factors.

Fig. 4.2. The interaction plot of the three factors.

Fig. 4.3. The plot of algorithms with reference Pareto set of 20 jobs and 20 machines.
slower than SPGA but much faster than NSGA-II and SPEA-II. Fig. 4.3 presents the Pareto set solved by these three algorithms.

### 4.2.2. 40 Jobs in 20 machines

The testing result of this sample problem is depicted in Table 4.5. From Table 4.5, it is obvious that MGSPGA has the best performance of all. Fig. 4.4 illustrates the Pareto set solved by these three algorithms.

### 4.2.3. 60 Jobs in 20 machines

The testing result of this sample problem is depicted in Table 4.6. This sample is more complex so the results generated from each algorithm are not very close to the referred Pareto optimal solutions. However, in comparison, MGSPGA still has better performance than other approaches. The Pareto set is depicted at Fig. 4.5.

### 4.2.4. 80 Jobs in 20 machines

The testing result of this sample problem is depicted in Table 4.7. From the numbers shown in Table 4.7, it can be found that MGSPGA has great improvement effectiveness. The Pareto set is shown at Fig. 4.6.

### 5. Conclusions

Through this study, we can verify that by combining MGS with SPGA, multiobjective scheduling problems can be solved more effectively. In the future, MGSPGA can be further extended to three objectives or multidimensional continuous problems. The concept of sub-populations can be further embedded in local searching procedure to improve the solution quality of the algorithm.
Further investigation will be carried out to examine whether it is possible to generate elite chromosomes through better mining algorithms. It is also suggested that different objectives of flowshop scheduling problems can be further tested such as the minimization of the sum of job completion time, and those with more complex requirements such as sequence dependent setup times.
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