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ABSTRACT. In a manufacturing system workers are involved in doing the same job or
activity repeatedly. Hence, the workers start learning more about the job or activity. Be-
cause of the learning, the time to complete the job or activity starts decreasing, which is
known as “learning effect.” In this paper, we present a parametric analysis of bi-criterion
single machine scheduling problem of n jobs with a learning effect. The two objectives
considered are the total completion time (T'C) and total absolute differences in comple-
tion times (TADC'). The objective is to find a sequence of jobs that minimizes a linear
combination of total completion time and total absolute differences in completion times;
i.e., 0xTC + (1-0)«xTADC (0 < § <1). In an earlier study, this bi-criterion problem
with a learning effect is formulated as an assignment problem and the optimal sequence
is obtained, for a given value of §. The computational complexity for solving an assign-
ment problem is O(n®). In our study, the learning effect is included in the positional
penalties/weights, and hence the simple matching procedure given in an another earlier
study is used to obtain the optimal sequence. The complexity of the matching procedure
is O(n log n). We show that the optimal sequence, depends on the value of § and the
learning index (o). In this paper, a parametric analysis of §, for a given learning index
(e) is presented to show the range of § in which a sequence is optimal. We also present
a method of obtaining the set of optimal sequences. A parametric analysis of o for a
given § is also presented. Numerical examples are presented for ease of understanding
the methodology.

Keywords: Single machine scheduling, Bi-criterion problem, Learning effect, Paramet-
ric analysis

1. Introduction. During the past fifty years, single machine scheduling problem has
been studied by many researchers. A good introduction to sequencing and scheduling
is given in [3], and also various issues related to single machine scheduling is presented.
In conventional manufacturing systems, the processing time of a job is assumed to be
a constant. When the workers are repeating the same job again and again, they start
learning about the job. Because of this “learning effect,” the processing time of a job
is not a constant. This “learning effect” is first presented in [16] and is a well-known
concept in management science literature. A survey of the learning effect observed in
many practical situations is given in [18].
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The learning effect in the context of single machine scheduling was first studied in [4].
In that study [4], two objectives minimal deviation from a common due date and min-
imum flow time are considered separately. For the solution of any of the objectives an
assignment problem formulation is presented. The solution is obtained by solving the
assignment problem. The assignment problem formulation given in [4] was continued
with the objective of due-date assignment problem, simultaneous minimization of total
completion time and variation of completion times in [11]. The scheduling problem with a
learning effect on parallel identical machines is presented in [12]. The assignment problem
formulation used in [4, 11] is polynomial solvable. It is known that the computational
complexity of solving an assignment problem is O(n®). A bi-criterion single machine
scheduling problem with a learning effect is considered in [9]. The two objectives consid-
ered in that study [9] are the total completion time and the maximum tardiness. In [17]
some heuristic algorithms are presented for maximum lateness scheduling problem with
a learning effect. In [10], a two machine flowshop with a learning effect is considered and
their objective is minimization of total completion time. A branch and bound technique
is presented for the solution and a heuristic algorithm is also presented in [10] to improve
the efficiency of the branch and bound technique. Some important studies considering
the learning effect are: [15, 13, 5, 1, §].

In this paper, the learning effect is included as given in [4]. The processing time of a
job depends on its position in the sequence and is given as follows:

pi = pl° (1)

In the above equation, p; is the normal processing time of job j, and pj; is the processing
time of job j if it is in position [ of the sequence, and « is the learning index and a < 0.
According to equation (1), we see that pj; > pja > pjs... > p;jn. For example, if p; = 3
and a = —0515, then Pj1 = 3, Djo = 20994, Dj3 = 17037, Dja = ].469]., Dj5 = 13095,
and so on.

Motivation and contributions of this paper: Our motivation is to present a para-
metric analysis of bi-criterion single machine scheduling problem of n jobs with a learning
effect. The two objectives considered are the total completion time (7°C') and total ab-
solute differences in completion times (TTADC'). The objective is to find a sequence that
minimizes a linear combination of total completion time and total absolute differences in
completion times; i.e., § * TC' + (1 —9)* TADC. In an earlier study [11], this problem
with a learning effect is formulated as an assignment problem and the optimal sequence
is obtained, for a given value of § and . We show that the optimal sequence, depends on
the value of 0 and the learning index («). Our study is motivated to conduct a parametric
analysis of § for a given a. We also present a parametric analysis of « for a given 6. The
computational complexity for solving an assignment problem given in [11] is O(n?). In
our method, the learning effect is included in the positional penalties/weights, and hence
the simple matching procedure given in [2] is used to obtain the optimal sequence. The
complexity of the matching procedure is O(n log n). A parametric analysis of J, for a
given learning index («) is presented to show the range of § in which a sequence is optimal.
We also present a method of obtaining the set of optimal sequences.

2. Problem Formulation and Preliminary Amnalysis. We consider the single ma-
chine scheduling problem with a learning effect. A set of n independent jobs to be pro-
cessed on a continuously available single machine. The machine can process only one job
at a time and job splitting and inserting idle times are not permitted. Each job has a
normal processing time p; (j = 1,2,...,n) if they are at the first position in the sequence.
The sequence is the order in which the jobs are processed in the machine. The jobs are
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numbered according to shortest normal processing time rule, i.e., p1 < ps < ... < p,.
The two objectives considered are the total completion time (7°C') and total absolute
differences in completion times (TTADC'). TC and TADC for a given sequence o are

TC = znjcj
j=1
TADC = f:}n]a—cm (2)
i=1 j=i

where C} is the completion time of job j in the given sequence o. The objective is to find
the sequence that minimizes the linear combination of both the objectives and is:

flo) =0TC + (1—=90)TADC and 0 < § < 1. (3)

Without learning effect « = 0: In an earlier study [2], when there is no learning
effect, this bi-criterion problem is solved using a simple matching procedure. The matching
procedure is based on a well-known result in linear algebra that the sum of pairwise
product of two vectors is minimized by arranging the elements of one vector in non-
increasing order and the elements of other vector in non-decreasing order [2]. This we
call as matching procedure in this paper. The computational complexity of this matching
procedure is O(n log n). This matching procedure is used for single machine scheduling
problems in [14, 7]. The objective in the bi-criterion problem without a learning effect is
given as

n n

flo) = x> (n—r+py + 1= x> (r—1)(n—r+1)py (4)

r=1 r=1
= > ulpy (5)
r=1

In this problem, the objective is to obtain the schedule (i.e., the order in which the jobs
are processed), and so this problem is handled by denoting any schedule by a permutation
of job indices given as [1],[2],...,[n]. Hence, in the above equation, py, is the processing
time of job in position r. In that study [2], the optimal sequence for a given 0 is obtained
as follows:

e Obtain the positional weights for all the n positions.

e The positional weights for the objective TC'is w} = (n —r + 1).

e The positional weights for the objective TADC are w? = (r — 1)« (n —r+1), r =
1,2,..,n.

e Obtain the combined positional weight (w¢) given as

wé = (26 —D)(n+1)+7r2-35+n(1—0)]—r*(1-9) (6)

e Obtain the optimal sequence (¢*) by matching the position weights in descending
order with jobs in ascending order of their normal processing times.

We note that the wy is independent of pj,; and hence the matching algorithm is able to
obtain the optimal schedule.

With a learning effect o < 0: Now, we will include the learning effect in our analysis.
The learning effect is only dependent on the position. So we include the learning effect in
the positional weights. So the positional weights with a learning effect for the objective
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TC and TADC are:

wh® = (n—r+1)xr” (7)
w>® = (r—1)(n—r+1)*r" (8)

The combined positional weights with a learning effect is
wo® = {(20 —1)(n+1)+7r[2—-30+n(1 = )] —r*(1 —6)} »r“ 9)

We know that w;® is also independent of pj;. So we can use the matching algorithm
and obtain the optimal schedule for a given value of § and «. The learning index is a and
a < 0. We can also see if a = 0 equation (9) reduces to equation (6).

Example 2.1. Let us consider the 7 job problem given in [2]. The normal processing time
of these jobs are p1 =2, po =3, p3 =6, ps =9, ps = 21, pg = 65, and p; = 82. Let the
value of 6 = 0.5.

For this 7 job problem, the value of TC' and TADC for a given schedule is

TC = Txpu+6*pp +5*pg+4*py+3xps+2*pg+1xpg (10)
TADC = 6 * pro) + 10 % pgy + 12 % pryy + 12 % p5; + 10 * prg) + 6 * ppy (11)

For a given learning rate a = —0.322 the positional weights obtained from equation (9)
are wy" = 3.5, wy™ = 4.7798, wy® = 5.2654, wy® = 5.1195, wy™ = 4.4668, wy™ = 3.3697,
and w;® = 1.8705.

In the matching algorithm, the optimal sequence (0*) is obtained by matching the po-
sition weights in descending order with jobs in ascending order of their normal processing
times. Using the matching algorithm, we obtain the sequence {5 3 1 2 4 6 7} as the
optimal sequence. The same sequence is obtained by solving an assignment problem in
[11]. The positional weights and the optimal sequence obtained are shown in Table 1

TABLE 1. Bi-criterion problem o = —0.322 and 6 = 0.5

Position-r 1 2 3 4 5 6 7
wo 3.50000 4.7798 5.2654 5.1195 4.4668 3.3697 1.8705
Sequence* 5 3 1 2 4 6 7

In the above example, we are able to obtain the optimal sequence for a given value of §
and the learning index « using the matching algorithm. The complexity of this matching
algorithm is O(n log n).

3. Parametric Analysis of §. A parametric analysis for this bi-criterion problem, when
there is no learning (o = 0) is presented in [2]. We can easily obtain the optimal sequence
using the matching algorithm, for a given value of § and a. For a given value of «,
finding the appropriate J is not a trivial problem. This fact has been brought out in [2].
When « = 0, [2] has presented a number of interesting results in his parametric analysis.
In that study [2], first a complete set of optimal schedules (CSOS) is obtained and then
obtain minimum set of optimal solutions (MSOS). MSOS is a subset of CSOS. The MSOS
has the property that for any ¢ from (0,1), at least one and at most two of the optimal
solutions to this problem (3) are members of this set CSOS. The cardinality of MSOS is n
the number of jobs. An O(n?) algorithm for determination of this set MSOS is presented
in [2].



BI-CRITERION SINGLE MACHINE SCHEDULING 2037

We will consider the same 4 job problem given in [2], with a learning effect. The normal
processing time of the jobs are p; = 1, py = 2, p3 = 3, and py = 4. For this 4 job problem,
the value of TC and TADC for a given schedule is

TC = 4xpy+3*pg+2%pg+1%py (12)
TADC = 3%py +4%py +3%py (13)

The positional weights w®* given by (9), is a linear function of ¢ for a given learning
index a. The values of positional weights for the 4 positions are:

wy® =4 %0 % 1%

Wl = 3 %20

wg® = (4 —2%0) %3~
wy® = (3—2%0) *x4*

Because of the learning effect (a # 0) for any value of § from (0, 1), we obtain at least
one and at most two optimal solutions. Hence, when a # 0, the complete set of optimal
schedules (CSOS) is the same as minimum set of optimal solutions (MSOS). Also, when
a # 0, the cardinality of MSOS is not equal to n. For the case with a learning effect
(a # 0), we present an O(n?) algorithm for determination of this set MSOS.
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FI1GURE 1. Positional weights as a function of ¢ for a = —0.152
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We notice that the positional weights wy®, wy®, wg®, and wy® are linear functions of
d for a given learning rate («). In Figure 1, we plot these positional weights as a function
of 0, for the given value of learning rate (« = —0.152) which corresponds to 90% learning.
The range of § in which a sequence is optimal is obtained using the point at which two
lines of wi* (r = 1,2,3,4) intersect in Figure 1. For this 4 job problem there are four
points of intersection for ¢ in (0,1). These intersection points can be obtained by equating
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the corresponding positional weights. There are six points of intersection denoted as d;
to dg, and are:

e Intersection of wy® and wy® is &;
e Intersection of w{* and w5 is 0o
e Intersection of w{® and wy“ is 03
e Intersection of wy® and w5 is 04
e Intersection of wy® and wy® is d5
e Intersection of ws® and wy® is dg

The values of d; to dg are given by

3 x 2¢
5, = 14
! 4 % 1o (14)
4 % 3¢
5y = 15
? (4% 19 + 2 % 3) (15)
3 % 4@
by = - (16)

(4% 1>+ 2% 42)
(4%3% — 3 %29

o = (2 % 3%) (17)
(- B
5 (4334 (19)

(2% 3% — 2 % 4%)

For the learning index o = —0.152, the above values are: §; = 0.67500, d, = 0.594622,
03 = 0.432386, 0, = 0.404645, 65 = 3.166666, and dg = 13.186228. We are interested in
finding the § value in (0,1), so we discard d5 and dg. These points of intersection are also
shown in Figure 1.

For a given value of learning index (o« = —0.152), the range of § and the optimal
sequence in that range are shown in Table 2. From our results, we can easily see that
the optimal sequence depends on the value of §. Also, we can see for any given sequence,
the total penalty decreases because of the learning effect. We have also considered the
learning index o = —0.322 and o = —0.515. The results are shown in Tables 3, 4.

TABLE 2. Range of § and the optimal sequence for a« = —0.152
Range of Optimal
) Sequence
0.0 to 0.404645 {4,2,1,3}
0.404645 to 0.432386 {4,1,2,3}
0.432386 to 0.594622 {3,1,2,4}
0.594622 to 0.675000 {2,1,3,4}
0.675000 to 1.0000 {1,2,3,4}

3.1. Parametric analysis of learning index («). Now, we will consider the value
of § is known, and we will find the range of a in which a sequence is optimal. The
positional weights wS* given by (9), is a non-linear function of «a (except for w®) for a
given value of 0. We will consider the same 4 job problem given in [2]. In Figure 2, we
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TABLE 3. Range of § and the optimal sequence for a = —0.322

Range of Optimal
) Sequence

0.0 to 0.143327  {4,2,1,3}
0.143327 to 0.363609 {4,1,2,3}
0.363609 to 0.519641 {3,1,2,4}
0.519641 to 0.599970 {2,1,3,4}
0.599970 to 1.0000  {1,2,3,4}

TABLE 4. Range of § and the optimal sequence for &« = —0.515

Range of Optimal
) Sequence

0.0 to 0.048919 {4,2,1,3}
0.048919 to 0.295056  {4,1,2,3}
0.295056 to 0.4423154 {3,1,2,4}
0.4423154 to 0.5248446 {2,1,3,4}
0.5248446 to 1.0000  {1,2,3,4}

plot these positional weights as a function of «, for the given value of (§ = 0.7). The
range of o in which a sequence is optimal is obtained using the point at which two of
we® (r = 1,2,3,4) intersect in Figure 2. These intersection points can be obtained by
equating the corresponding positional weights.

When « = 0, for § = 0.7, the optimal sequence is {2 1 3 4}. The range of « in which

the sequence {2 1 3 4} is optimal is obtained by equating w® and w3®. It is obtained as

a = log(4%0/3)/log(2)
—  0.0995356 (20)

Hence, for 6 = 0.7, the sequence {2 1 3 4} is optimal, when « is in the range of
—0.0995356 to 0. In a similar manner, we can find the range of a for other optimal
sequences for a given value of §.

We have to solve a non-linear equation to obtain the range of «, for a given §. But, we
have to solve a linear equation to obtain the range of J, for a given «.

Generalization: We will now generalize our methodology to n jobs with a given
learning index a. Compute the weights for these seven jobs wo* for r = 1,2, ...,7. There
are n * (n — 1) intersection points between the positional weights w&®. This also means
that there are n * (n — 1) distinct values of § are possible. These n * (n — 1) values of ¢
can be computed by equating the appropriate positional weights. When the value of 9 is
less than zero or greater than one, discard those values. Let us assume that there are L

distinct values of ¢ in (0,1). Arrange these ¢ values in decreasing order. Let the values of
) be:{él, 52, ceey 5L}
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FIGURE 2. Positional weights as a function of o for § = 0.7

Choose a ¢ value in between 1 and ¢;, and obtain the sequence using the matching
method. This sequence is the optimal sequence for ¢ in (0,0;). Choose a § value in
between d; and J,, and obtain the sequence using the matching method. This sequence
is the optimal sequence for ¢ in (d1,02). Continue this process till the chosen value of § is
in between d;_1 and 0. After this choose a value of § in between d;, and 0, and obtain
the sequence using the matching method. This sequence is the optimal sequence for §
in (07,0). In general we will have L + 1, optimal sequences. Note that the value of L
depends on the learning index a.

We now explain the above generalization by considering the 7 job problem given in [2],
with a learning effect. The value of learning index is @« = —0.152. The normal processing
times are p; = 2, po = 3, p3 =6, py = 9, p5s = 21, pg = 65, and p; = 82. As mentioned
earlier, the positional weights w®* given by (9), is a linear function of ¢ for a given learning
index o = —0.152. The values of positional weights for the 7 positions are:

wyt =T* 6% 1%
wy " = 6%2%
wy® = (10 — 5% §) * 3*
wy® = (12— 8% J) x4
wy® = (12 — 9% ) * 5b*
wg® = (10 — 8 % J) * 6
wy = (6—5%0d) %7
Following the generalization, there are n % (n — 1) intersection points between the
positional weights wS®. We are interested in 0 values in the interval (0,1). The § values
obtained in this interval are:

o wi” and wy® intersect at point § = 0.77143.
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wy® and ws® intersect at point § = 0.75345
w® and wy® intersect at point 6 = 0.72017
wy® and wy” intersect at point § = 0.66889
wy” and wg® intersect at point § = 0.58169
wy® and w?” intersect at point § = 0.41640
ws™ and w3 intersect at point § = 0.72372
wy™ and wy® intersect at point 6 = 0.66667
wy® and wg® intersect at point 6 = 0.56704
wy™ and wg® intersect at point ¢ = 0.36369
wy” and wy® intersect at point § = 0.55934
wy® and wy” intersect at point § = 0.33162

e 6 6 6 o o o o o o o
V)

We see that there are 12 distinct values of 0 in (0,1). We arrange these § values in
decreasing order. We choose a § value (in between two d values given above) and obtain
the sequence using the matching method. In this manner, we obtain 13 optimal sequences.
The optimal sequences and the range of § are shown in Table 5.

TABLE 5. Range of § and the optimal sequence for o = —0.152

Range of Optimal
1) Sequence
0.0 to 0.3316

=R W Wk Ototo OO0 N Y
DN = DN = NN W Wk b Ot Ot
WWHEINDFE RPN NDW

OTOTCﬂCﬂCﬂHk:IkﬂkOJOJOJOJl\D
cnoacncncncnvcncncncncn.p.p
ENIEN JEN IS T A AN BN PN BEN f¥e N o N
e e " M My My M Ay S e e e

0.3316 to 0.3636
0.3636 to 0.4164
0.4164 to 0.5593
0.5593 to 0.5670
0.5670 to 0.5816
0.5816 to 0.6666
0.6666 to 0.6688
0.6688 to 0.7202
0.7202 to 0.7237
0.7237 to 0.7534
0.7534 to 0.7714
0.7714 to 1.0000

P A A A A e A P A A A
R R R W W NN R

4. Discussions. When the learning effect is not included («a = 0), it is shown in [2] that
the minimum set of optimal solutions (MSOS) is n. We have shown that when « # 0 the
minimum set of optimal solutions (MSOS) is not equal to n. It is shown in our study that
the optimal sequence depends on the value of both @ and §. We have shown the range of
d and the optimal sequence in that range, for a given learning index («). We have also
shown a parametric analysis of a for a given .

In an earlier study [11], this bi-criterion problem with a learning effect is formulated as
an assignment problem and the optimal sequence is obtained, for a given value of §. The
computational complexity for solving an assignment problem is O(n?). The complexity
of the matching procedure presented in our study is O(n log n), which is an advantage.

In the parametric analysis presented, the bi-criterion problem is converted to a single
objective problem by a linear combination of the two objectives as a weighted sum. The
weights are § and (1 — §). The set of non-inferior solution points can be obtained by
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varying the weights. We have another variable the learning index («). So in this method,
for a given learning index (a), we can obtain the optimal sequence and also the range
of the weight (§). Also, we can obtain the range of a for which a sequence is optimal
for a given 0. It is known that this parametric analysis can be used for any bi-criterion
optimization problem. Other methods of solving bi-criterion problem is adjacent efficient
point method and the adjacent efficient basis method. Our interest is to obtain the range
of § in which a sequence is optimal and so we have used the parametric analysis.

In general, the methodology of multi-objective optimization methods can be used in
many application areas. A multi-objective programming is proposed for the imprecise
data envelopment analysis in [19]. A multi-criteria humanoid robot analysis is presented
in [6]. In the study [6], if only two objectives are considered then it is possible to conduct
a parametric analysis in their evolutionary approach.

5. Conclusions. In this paper, we consider the bi-criterion single machine scheduling
problem of n jobs with a learning effect. The two objectives considered are, the total
completion time (T'C) and the total absolute differences in completion times (T"ADC)).
The objective is to find a sequence that minimizes a linear combination of total completion
time and total absolute differences in completion times; i.e., §*TC + (1—-§)*xTADC. In
an earlier study [11], this problem with a learning effect is formulated as an assignment
problem and the optimal sequence is obtained, for a given value of . The computational
complexity for solving an assignment problem is O(n?). In our study, we have included
the learning effect in the positional penalties/weights, and hence the simple matching
procedure given in an earlier study is used to obtain the optimal sequence. The complexity
of the matching procedure is O(n log n). We have shown that the optimal sequence
depends on the value of § and the learning index («). A parametric analysis of ¢, for a
given learning index is presented to show the range of § in which a sequence is optimal.
A parametric analysis of « for a given ¢ is presented. We also presented a method of
obtaining the set of optimal sequences.
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