A New Content-Based Image Retrieval Method Based on
the Google Cloud Vision API

Shih-Hsin Chen?, Yi-Hui Chen®*

“Department of Information Management, Cheng Shiu University, No.840, Chengcing Rd., Niaosong
Dist., Kaohsiung City 83347, Taiwan (R.O.C.)
bDepartment of M-Commerce and Multimedia Applications, Asia University, No. 500, Lioufeng Rd.,
Wufeng Dist., Taichung City 41354, Taiwan (R.O.C.)
¢Department of Medical Research, China Medical University Hospital, China Medical University,
Taichung 404, Taiwan (R.O.C.)

Abstract

Content-based image retrieval (CBIR) methods analyze the content of an image, ex-
tract the features that describe images, and yield image annotations or labels. A machine
learning (ML) algorithm is commonly used to acquire these annotations. The need to
import a large number of training images and use of many CPU hours are the two pri-
mary difficulties of using existing ML algorithms. Google Cloud Vision application
programming interface (API) might overcome these two shortcomings.

Cloud Vision API is trained by Google; therefore, it saves computational time in
obtaining image labels. We test whether this API can outperform existing ML algo-
rithms in describing annotations. To the best of our knowledge, this paper is the first to
illustrate the effectiveness of Cloud Vision API for image labeling.

Our programs are coded in the R language, which calls Cloud Vision API. We retain
at most ten labels—with scores over 50—for each image. Because there is a semantic
gap between the labels returned by Cloud Vision API and the image datasets, we define
a transformation method to map the terms.

We selected a well-known dataset and 4972 figures, and we used them to com-
pare Cloud Vision API with the corresponding image annotation algorithms. This work
found that Cloud Vision API yields 42.4% correctness among the 4972 images. In each
dataset, Cloud Vision API is more effective than the ML algorithms.

This paper compares the CBIR performance of Google Cloud Vision API and some
ML algorithms. According to the extensive experimental results, Cloud Vision API is
quite competitive compared with other image annotation algorithms. Hence, this API
could be extended to test other image datasets and be used as a benchmark method for
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evaluating ML algorithm performance.
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1. Introduction

Content-based image retrieval (CBIR) [30, 16, 25, 30, 38] is a typical image retrieval
method. CBIR methods analyze the content of an image and extract features, such as
color, texture, and shape. They use these low-level image features to retrieve images
with similar features from a dataset. Image annotation [19] is roughly categorized into
classification-based methods [23, 17, 35] and probabilistic modeling-based methods [6,
8, 19, 20, 44]. For classification-based methods, a machine learning (ML) algorithm is
commonly used to extract low-level features from images that are trained as patterns by
using supervised learning methods [2]. An unlabeled image is classified according to the
comparison of its features with these patterns. Subsequently, the labels of categories,
such as  “animal” and “building,” become the annotations for the image. Thus,
classification-based methods recognize unlabeled images and add the corresponding
labels according to the trained classifier.

The classification-based approach performs well, but the training required is a time-
consuming process [40, 42], and the cost is even higher if experts are involved in the
label assignment [32, 33]. To enhance the efficiency of image retrieval, some frame-
works [4, 14] are proposed. However, if the classifier is not trained in a corresponding
category, the model is not able to assign a correct label for that figure. To overcome
these difficulties, in this paper, we propose a new approach using Google Cloud Vi-
sion application programming interface (API)!, which applies deep learning algorithms
and convolution neural networks [21, 11]. Because Cloud Vision API is trained with a
large number of pictures for millions of CPU hours, researchers and practitioners could
benefit from this model.

Table 1 depicts a figure acquired from ImageNet [18]. We display the three returned
labeling results in JavaScript Object Notation (JSON) format. In each JSON record, the
mid, description, and score are the message ID, image annotation, and the score of this
annotation, respectively. The score value represents the confidence of this annotation. In
this example, the image annotation with the highest score is “polar bear” (98.55%).
The second is “mammal’ (95.87%) and the thirdis “animal.” The number of avail-
able labels is different for each figure. In this polar bear example, we could obtain more
than ten labels. For example, the 12th label is “biology” and has a score of 60.71%.

Thttps://cloud.google.com/vision/



However, for some figures, Cloud Vision API may not return any labels because their
scores are too low.

Table 1: Image labels of a polar bear photo taken from ImageNet

{”mid”: /m/0633h”,
“description”: “’polar bear”,
’score”: 0.985539},
{"mid”: ”/m/04rky”,
“description”: “mammal”,
”score”: 0.9587503},
{”mid”: ”/m/0jbk”,

“description”: animal”,
’score”: 0.9344022}

By using this example, Cloud Vision API might be capable of extracting annotations
from images. The reasons are due to this API applies the deep learning algorithms and
convolution neural network. Also, the Vision API receives extensive image annotation
training taken millions of CPU hours of the training time. This work, consequently,
likes to compare the performance of this API with existing ML algorithms. Besides,
because there is a semantic gap between the labels returned by Cloud Vision API and
the image datasets, we design a transformation approach to mapping the terms.

This paper is organized as follows. Section 3 presents the transformation method
which could map the image annotations of the Cloud Vision API to the testing datasets.
In Section 4, we take one well-known dataset and compare the Vision API with some
state-of-art algorithms in the literature.

2. Review

The main way of CBIR is to analyze the content of image and extract the features
(e.g. colors, texture, shape, and so on) which describe images. It makes use of the low-
level image features to retrieve similar images from the image dataset according to the
similarity of image features. Nevertheless, there is a problem that computer uses a series
of numerical value to express an image, which is widely divergent from the languages
and words of human being, called semantic gap [3, 13, 23, 23, 26]. To overcome the
problem of the semantic gap, image annotation is a way to annotate text information on
images. The image annotation [19] is roughly divided into classification-based methods
[17, 23, 35]and probabilistic modeling-based methods [8, 19, 20, 6, 44]. Classification-
based methods extract low-level features from images to train as patterns by supervised
learning methods. An un-labeled image will be classified into the categories according



to the results that the features compared to the patterns. Later on, the labels of cat-
egories, such as human, building, etc., are as the annotations for the image. That is,
the classification-based methods can recognize the un-labeled images to add the corre-
sponding labels according to the trained classifier. We show the two important parts in
Section 2.1 and Section 2.2, respectively.

2.1. Classification-based methods

One of the classification-based methods is based on SIFT features to generate bag-
of-visual words (BVW) for object recognition [17, 23, 29]. The first step of BVW
is to extract the SIFT keypoints of the training images; then, to cluster the keypoints
into several groups by k-means. Then, for each image, it calculates the number of
SIFT keypoints in each cluster and translates into vector to re-describe the image. Each
category is trained to generate a classifier by supervised learning approach such as SVM.
However, there are thousands of SIFT keypoint in an image, which takes a lot of time
to train classifiers. Also, the accuracy of classification is affected by the noises.

Kesorn and Poslad [17] proposed a method to improve the qualities of visual words.
The idea of [17] is to combine the close keypoints and removes the cluster that has high
document frequency and small statistical association with all the categories (concept)
in the dataset. Lu and Wang [27] developed a semantic regularized matrix factorization
based on Laplacian regularization to improve the efficiency during the training process
of BVW. In addition to BVW model method, AICMD [39] proposed by Su et al. to
create different models to represent the images. AICMD extracts six different low-level
features for clustering to generate patterns. The patterns integrate entropy, tf-idf and
association rules as image features to represent the images. After that, all the features
are used to train the classifiers by SVM (Support Vector Machine). Instead of SVM,
some researches use Hidden Markov Models [1, 22].

Classification-based approach has great performances, but it is a time consuming
process during training. Nevertheless, it is difficult to recognize the object as an instance
class, e.g., Barack Obama, St. Peter’s Basilica. In addition, users might use the same
word to tag different things, called ambiguity problem. For the reason, Feng et al. [9]
rank tags in the descending order of their relevance to the given image to reduce the
learning space for signicantly simplifying the time consuming problem.

Zhang et al. and Xia et al. proposed the method about refining and enriching the im-
precise tag words in 2013 and 2014 separately to solve the ambiguity problem [41, 44].
Zhang et al. used Random Walk with Restart (RWR) algorithm to refine the imprecise
tag of the query image, called CTSTag. The generated precise tags are help to connect
different images with the related tags. In addition, to enrich the image tag, Xia et al.
used the concept of ontology to increase the precision of the tags in the image social
networking service (e.g. Flickr). As for hierarchical concept, Yuan et al. proposed a
hierarchical image annotation system to generate the hierarchical tags for images [43].



Moreover, Fang et al. [S]proposed an ontology hierarchically concepts and concept
relationships to create the semantic understanding for information retrieval.

2.2. Probabilistic modeling-based method

The probabilistic modeling-based method calculates the joint probability between
image content and the corresponding annotations. Probabilistic modeling-based meth-
ods divide the un-label image into several image segments. Then, the probabilities of the
labels mapped to the image segments are calculated to find the labels with high probabil-
ities as the image annotations. Mori [29] calculates the co-occurrence as the relationship
between the sub-images and the corresponding labels. First, the image is divided into
several sub-images. Second, it extracts low-level features for clustering. Next, the co-
occurrence between each cluster and the related labels is calculated. Although it takes
shorter time of the process than classification-based method, the accuracy is worse than
that one.

Kuric and Bielikov [19] consider both the local and global features of the images.
The local and global features are both extracted from the regions of the images; then,
locality-sensitive hashing (LSH) is used to represent the regions for clustering. For an
un-label image, the similar region in dataset is chosen and the weight of each label is
calculated to renew the probability for labeling the un-label images.

Zhang et al. [44] propose ObjectPatchNet, which is the hybrid scheme of BVW
and probability. ObjectPatchNet calculates the co-occurrence among each cluster and
also considers the probability between image patches and labels to present the relation-
ship. The limits of probabilistic modeling-based method are (1) the low-level feature
is lack of semantic, and (2) the low-level features of the same individual objects, but
different orientation are judged as dissimilar. Compare to classification-based method,
probabilistic modeling-based method is more effective, and it can be applied to social
platform, such as Flickr. Generally, the concrete expression for images enables to use
instance classes to defined the labeled of categories. However, the low-level features
with no semantic information to cause two images indicating to the same object but
with different angles or orientations to be judged as two different objects.

Applied to large amount of data, Hong et al. [12] creates the relationship between
semantic concepts based on the data from image commercial engine. The relationship
of each pair of concepts is classified into a specific relationship.

The methods mentioned above are based on image recognition, but lots of abstract
concepts, e.g., location, cannot be defined according to the image features. No doubts
that it is difficult to get accurate results because the images are not with abstract con-
cepts. That is, the retrieval results are incomplete if the datasets are not clearly defined
with domain knowledge. Consequently, it desires that the labels for image annotation
are with semantic meaning by using ontology theory to identify various definitions, at-
tributes and the relationships between individuals [15, 31, 34, 37].



3. Methods

In this study, there are three methods to annotate the images. First of all, Google
Cloud Vision API was applied to annotate the labels of figures, which is named Method
1. The testing images are directly processed by GCV. Because Method 1 does not con-
sider the synonyms, it decreases the output accuracy. For example, terms for the polar
bear that we illustrated in Section 1 include “ice bear,”  “Thalarctos maritimus,
and “Ursus maritimus~ [28] according to WordNet.

As a result, we further propose Method 2. The approach is that after we validated
whether the labels generated by Google Cloud Vision API were consistent with the
instance label, we made a further comparison using WordNet. WordNet has defined
a set of nouns, verbs, adjectives, and adverbs that are grouped into sets of cognitive
synonyms [28]. Using these synonyms, we verified the words provided by the names
that were generated by Google Cloud Vision API from the image datasets. The research
framework is shown in Figure 1.

Even though WordNet supplies synonyms of a given term, there remain a fundamen-
tal problem caused by the category labels named by a dataset. Take Pascal VOC 2007
for example, they combine two words into one, e.g. the potted plant to be “pottedplant
and dining table is named “diningtable” . Besides, they use “tvmonitor  instead of
tv or television. It is not likely for WordNet to find synonyms of these words. We intend
to propose Method 3 to solve this problem. The

We coded our programs in R language to parse the images and obtain labels. The
labels of each image were stored in a database. To help researchers conduct further
studies, the code for these programs is available on Github 2.

Because the annotations selected by Cloud Vision API might be different from the
original category names of the selected image datasets, we designed a transformation
to map the terms. This approach involved applying the method provided by WordNet.
This mapping method was also completed using R language.

4. Experiment Results

To verify the effectiveness of Google Cloud Vision, we examined a prominent image
dataset (Pascal VOC 2007). This dataset contains 4952 images in 20 categories. We
input all the images as test cases and obtained their labels with Google Cloud Vision
API. Then, in Method 1, we validated the correctness of the labels provided by Google
Cloud Vision API. Finally, in Method 2, we used WordNet to close the semantic gap of
the labels. The equivalent names obtained from WordNet are shown in Table 2.

Table 2 shows that the synonyms of “aeroplane” are “airplane” and “plane”
and the synonyms of “car’ include “auto” and “automobile.” However, the

Zhttps://github.com/worldstar/GoogleCloud VisionAPI_RLanguage



Input Figure

"mid": "/m/0633h",
Obtain Labels "description": "polar bear",

"score": (.985539},

Is identical?

Correct Mot correct

Figure 1: Research procedure

terms WordNet provided for ~ chair” were unwanted because the results included

“chairman,”  “chairperson,”  “chairwoman,” “electric chair,” and “hotseat.”
Moreover, the synonyms of “motorbike” did not include “motorcycle” and cate-
gories including “dining table,”  “potted plant,”  “sheep,” and “TV monitor

did not yield any synonyms. Therefore, the provision of correct synonyms could be
improved by WordNet. Semantic gaps remained between category names defined in the
dataset and the synonyms given by WordNet.

Table 3 displays the detailed results of each category for Methods 1 and 2. The mean
average percentage of Methods 1 and 2 were 32.1% and 42.4%, which indicated an im-
provement with the incorporation of WordNet. The 10.3% improvement was mainly due

to the average precisions of “aeroplane,” “car,” and “sofa” of 0% in Method 1.
After we applied WordNet, their average precisions were 78.5%, 77.4%, and 19.1%,



Algorithm 1 Method3

N: The number of categories

1: Index of a category where i = 1,...,N

m: A set of training figures collected by N categories
S: A set of testing figures of N categories

k: Sample size

0: A threshold value where 6 is [0, 1]

r: Successful rate

w: A set of category index should be trained

M: A model trained by an existing algorithm

11
while : <= N do
Randomly select £ figures from 7;
r < Evaluate the £ figures by Method 2
if r <= 0 then
W41
end if
1<1+1
end while
Train model M by using the figures in w
: forall j € Sdo

R A O o e

—_—
—_ O

12:  if M gives a label for j then

13: Output label for figure j

14:  else

15: Process this image by Method 2
16:  end if

17: end for

respectively. Hence, researchers or practitioners could apply WordNet to improve accu-
racy.

However, the results for “diningtable,” “motorbike,” “pottedplant,” and “tv-
monitor  were zero because WordNet was unable to supply adequate terms. If Word-
Net could supply the term “television” and “motorcycle” for “motorbike” and

“tvmonitor” , respectively, the number of corrects is 135 and 24. Their average av-
erage correctness become 74.59% and 12.5% and the overall mAP is 46.76%. Solving
this problem would enable further increases in the accuracy of the proposed method. It
is the reason why we propose a more general method named Method 3.

In Method 3, we sample k figures from the training dataset. If the average is pre-
cision is less than a threshold 6, we activate an algorithm to train the figures in that



Table 2: The corresponding synonym(s) given by WordNet

Category  Synonym(s)

aeroplane  airplane, plane

bicycle bike, cycle, wheel

bird birdie, boo, Bronx cheer, chick, dame, doll, fowl, hiss, hoot, raspberry,
razz, razzing, shuttle, shuttlecock, skirt, snort, wench

boat gravy boat, gravy holder, sauceboat

bottle bottleful, feeding bottle, nursing bottle

bus autobus, busbar, bus topology, charabanc, coach, double decker, heap,
jalopy, jitney, motorbus, motorcoach, omnibus, passenger vehicle

car auto, automobile, cable car, elevator car, gondola, machine, motorcar,
railcar, railroad car, railway car

cat African tea, Arabian tea, big cat, bozo, CAT, Caterpillar, cat-o’-nine-
tails, computed axial tomography, computed tomography, computer-
ized axial tomography, computerized tomography, CT, guy, hombre,
kat, khat, qat, quat, true cat

chair chairman, chairperson, chairwoman, death chair, electric chair, hot seat,
president, professorship

COW mMoOo-COW

diningtable -

dog andiron, blackguard, bounder, cad, Canis familiaris, click, detent, dog-
iron, domestic dog, firedog, frank, frankfurter, frump, heel, hotdog, hot
dog, hound, pawl, weenie, wiener, wienerwurst

horse buck, cavalry, Equus caballus, gymnastic horse, horse cavalry, knight,
sawbuck, sawhorse

motorbike  minibike

person individual, mortal, somebody, someone, soul

pottedplant -

sheep -

sofa couch, lounge

train caravan, gear, gearing, geartrain, power train, railroad train, string,
wagon train

tvmonitor -

category. We suppose 6 is zero and we adopt the R-CNN FT fc; BB [10] to train the

images.

We further compared our approaches with previously reported algorithms including
the R-CNN FT fc ; BB [10], DPM v5 [7], DPM HSC [36], and DPM HSC [36] algo-
rithms . Their accuracy is represented as the mean average precision (mAP). These four
algorithms were tested with 4952 images from the Pascal VOC 2007 dataset. We found



Table 3: The detail results of each category

Method 1 Method 2 Method 3

Category TotalCorrects Avg (%) Corrects Avg (%) Avg (%)
aeroplane200 0 0 157 78.5 78.5
bicycle 189 128 67.7 131 69.3 69.3
bird 275 196 71.3 197 71.6 71.6
boat 162 104 64.2 104 64.2 64.2
bottle 130 17 13.1 17 13.1 13.1
bus 156 86 55.1 129 82.7 82.7
car 580 0 0 449 77.4 77.4
cat 305 213 69.8 213 69.8 69.8
chair 238 42 17.6 42 17.6 17.6
cow 123 0 0 0 0 63.5
diningtablé09 0 0 0 0 54.5
dog 384 271 70.6 274 71.4 71.4
horse 212 131 61.8 131 61.8 61.8
motorbikel 81 0 0 0 0 68.6
person 845 194 23 194 23 23
pottedplanit19 0 0 0 0 334
sheep 93 56 60.2 56 60.2 60.2
sofa 215 0 0 41 19.1 19.1
train 250 171 68.4 171 68.4 68.4
tvmonitor192 0 0 0 0 64.8
mAP 32.1 42.4 56.7

that the R-CNN FT fc; BB was the best algorithm. Method 2 of this paper achieved the
second highest performance, outperforming the DPM v5, DPM HSC, and DPM HSC
algorithms. This result showed that Method 2 yields at least an 8% improvement over
the other algorithms.

Table 4: The comparison results

Methods Corrects mAP
Method 1 (Raw results) 1609 32.1%
Method 2 (Using WordNet) 2306  42.4%
Method 3 (With Training) 2805  56.7%
R-CNN FT fc; BB [10] 2897  58.5%
DPM v5 [7] 1669  33.7%
DPM ST [24] 1441 29.1%

DPM HSC [36] 1699  343%




The overall results obtained using the Pascal VOC 2007 image dataset show that
Google Cloud Vision API combined with WordNet yielded an acceptable result, even
though we did not train their models. Omitting a prior training step saves substantial
computational time. Hence, although the CPU time of the compared algorithms was not
reported, our proposed method is faster than the algorithms in the literature.

5. Conclusions

This study is the first to investigate the effectiveness of Google Cloud Vision API
compared with some efficient algorithms in the literature. Despite the absence of some
category names, GCV and WordNet together provide acceptable precision compared
with previously reported algorithms because WordNet closes the semantic gap between
the labels generated by GCV and the image dataset. Most importantly, the computa-
tional effort is reduced because the proposed methods do not require training. There-
fore, this approach might be a worthwhile direction for researchers and practitioners.
Researchers could employ our proposed algorithm in their own research framework. In
industry, this framework could be applied directly to fit their image recognition require-
ments. In future research, we will modify the category names to fit the labels given
by GCV. Moreover, we will evaluate the proposed scheme to test more well-known
datasets.
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