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Abstract. This study modifies the Evolving Fuzzy Neural Network Framework 
(EFuNN framework) proposed by Kasabov (1998) and adopts a weighted factor 
to calculate the importance of each factor among these different rules. In 
addition, an exponential transfer function (exp (-D)) is employed to transfer the 
distance of any two factors into the value of similarity among different rules, 
thus a different rule clustering method is developed accordingly. The intensive 
experimental results show that the WEFuNN performs very well when applied 
in the PCB sales forecasting. 

1   Introduction 

The field of Artificial Intelligence (AI), such as Neural Network (NN), Fuzzy Theory, 
Expert System (ES), Genetic Algorithms (GA), and Rule Induction has been rapidly 
developed in recent years. Each algorithm has their own strengths but there are still 
some limitations of them. In order to reduce these limitations, the hybrid algorithm 
was developed from combining two or three different A.I. approaches and then draws 
on the strength of each to offset the weakness of the others. Thus, the main ideal of 
this research is to develop a better weighted evolving fuzzy neural network for 
various applications. 

This study modifies the Evolving Fuzzy Neural Network Framework (EFuNN 
framework) proposed by Kasabov [14] and adopts a weighted factor to calculate the 
value of similarity of different rules. 

2   Literature Review 

Soft computing algorithm which combined fuzzy theory with neural network has 
found a variety of applications in various fields ranging from industrial environment 
control system, process parameters, semi-conductor machine capacity forecasting, 
business environment forecasting, financial analysis, stock index fluctuation 
forecasting, consumer loan, medical diagnosis and electricity demand forecasting. 

The study by Lin and Lee [19] is the most earliest study to combines the fuzzy 
theory with neural network. They proposed a hybrid model which combines the idea 
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of fuzzy logic controller, neural network structure and learning abilities into an 
integrated neural-network-based fuzzy logic control and decision system. 
Subsequently, several researchers also investigate some related studies with regard to 
the application of this combined approach and then continually developed several 
kinds of approaches [4, 5, 6, 7, 8, 12, 16, 17, 18, 20, 21, 22, and 23]. The commonly 
used methods are as follows: 

1. Fuzzy Adaptive Learning Control Systems (FALCON) [Zhong, 1999] 
2. Fuzzy Back-Propagation Network (FBPN) 
3. Adaptive Neuro-Fuzzy Inference Systems (ANFIS) 
4. Fuzzy Hyper Rectangular Composite Neural Networks (FHRCNNs) 
5. Fuzzy Neural Network (FuNN) 

Some of the previous studies concerning the application of fuzzy neural network in 
the forecast aspect will be presented as follows: 

Kasabov [15] modified fuzzy neural network and then proposed the method of 
FuNN/2. Under the framework of FuNN, the author employed the function of Genetic 
Algorithms which has the ability to search quickly in large spaces and then offset the 
insufficiency of neural network’s parameters setting. The EFuNN combined 
unsupervised learning and supervised learning was proposed by Kasabov [14]. The 
first stage: in order to achieve the objective of connecting fuzzy rules, Kasabov 
employed unsupervised learning to adjust the connection weights of fuzzy input and 
fuzzy rule. The second stage: the supervised learning of BPN was used to adjust the 
connection weights of fuzzy rule and fuzzy output so as to achieve the goal of inner 
rule of incoming vectors and outgoing vectors. 

Abraham and Baikunth [1] proposed a method of Fuzzy Neural Network that 
employed hybrid supervised and unsupervised learning to forecast short-term 
electricity demand in the State of Victoria. The authors regarded “the maximum and 
minimum temperatures of the day”, “previous day’s electricity demand”, “season” 
and  “the day of week” as input factors and used EFuNN to develop a forecasting 
model of electricity demand. The EFuNN forecasting technique is also compared with 
Conjugate Gradient Algorithm (CGA), Back-propagation Network (BPN) and Box-
Jenkins. Abraham et al. [2] utilized Fuzzy Neural to forecast the long-term rainfall in 
Kerala state. The rainfall was affected by global warming, season, storms and 
butterfly effect and so on. Under the BPN framework, the authors made explicit 
values to be fuzzy and then proceeded with fuzzy rule aggregation, clustering and 
extraction. Moreover, employed a process of training via BPN algorithms and 
adjusted the weights of concealment to output through each time of training. Abraham 
et al. [3] applied Fuzzy Neural Network to analyze the strategic decision-making of 
stock market. Firstly, the researchers choose six stock indices from the listing 
companies in the Nasdaq Stock Market and used conjugate gradient algorithm to 
forecast these stocks. Kasabov [13] investigated the short-term forecasting of the 
Gross Domestic Product (GDP) for totally 15 countries which are EU countries, USA 
and so on. The related factors considered in this study are Consumer Product Index 
(CPI), Interest Rate (IR), Unemployment Rate and GDP per capita. The results of this 
study revealed that the MSE of the 15 countries performed well after fuzzy rule  
re-aggregation, rule adaptation and rule extraction. It also reveled that the results of 
EFuNN forecasting are highly accurate in various kinds of environments. 
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3   Development of WEFuNN 

The main ideal of this research is to modified the EFuNN [13], generate better weight 
combination so as to improve the forecasting accuracy. The WEFuNN will be used to 
forecast the demand of PCB product and it is a five-layer network (Figure. 1) where 
nodes and connections are created/connected as data examples are presented. 
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Fig. 1. Architecture of WEFuNN 

3.1   Feed-Forward Learning Phase 

For each training case, there are four characteristics to be processed by using the 
following steps: 

3.1.1   Data Fuzzification Step 
Triangular membership function is used to transfer the input characteristics to the 

fuzzy membership function xμ~  (Figure. 2 & Eq. 1). 
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Fig. 2. The triangular membership function 
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In this research, we added the dynamic weight ( jW1 ) for character j  between the 

1st layer and the 2nd layer. This process can derive better forecasting result because the 
triangular membership function will become a non-isosceles one. 

For the first data, )1(
,

input

kj
MF  is its input fuzzy membership function for the j -th 

characters and the k -th region. )1(output
nMF  is its output fuzzy membership function 

for the n -th fuzzy region. 

3.1.2   Initial Network Setting Step 
In the beginning, there is no fuzzy rule in the network. Thus, the first rule should be 
built by the first data input. The connection weights between the 2nd layer and the 3rd 

layer are input
mkjW ,,2 ; between the 3rd layer and the 4th layer are output

nmW ,3 ; between the 4th 

layer and the output layer are nW 4 . m  is the rule number. 

3.1.3   Network Constructing Step 
In order to construct the fuzzy rule and weights of the network, all of the training data 
must process the following sub-steps: 

Step 1.   Similarity Computing 
Instead of Kasabov’s fuzzy distance function, weighted Euclidean distance miD ,  is 

used to generate the distance between the i -th case and the m -th rule, which have 
been determined. 

∑∑ −×=
j k

kj
inputinput

mkjmi mRiMFWD
kj

2
,,,, )]()([2

,
 (2) 

In this weighted distance function, the direct distance between case i  and rule m  
is computed to represent the difference of them. This study further takes the weights 
into account in an effort to express the degree of importance between each factor. 
Moreover, to present the relation between distance and similarity, an exponential 
transfer function is used to transfer the distance to the similarity. Which, 

)exp( ,, mimi DA −=  (3) 

Comparing with the linear transfer function, we will get much larger similarity in 
the close distance and much smaller similarity in the large distance from this function.  
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Step 2.   Rule Determining 
Find the most similar rule of case i , where )max(1 ,mii AA = . If SA i >1 , here S  is the 

similarity threshold, it presents that the case has to merge in this rule. Thus, go to Step 3. 

Otherwise, create a new fuzzy rule and compute its connection weights, input
mkjW ,,2  

and output
nmW ,3 , then go to Network Generating Step. 

Step 3.   Output Computing 
In this sub-step, saturating linear transfer function will be used to transfer the fuzzy 
membership function of case i  to the fuzzy forecast output,  

)13(2 ,, i
output

nmmi AWSatlinA ×=  (4) 

The figure of Saturating linear transfer function will be shown as follows: 
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Fig. 3. Saturating linear transfer function 

Step 4.   Error Computing 
Compute the error between fuzzy forecast of the case i  and its actual fuzzy 

demand iA , 

|2| , imii AAErr −=  (5) 

If thri EErr <  retain this forecasting result, where thrE  is the error threshold. 

Otherwise, create a new fuzzy rule and compute its connection weights, input
mkjW ,,2  

and output
nmW ,3 , then go to Network Generating Step. 

Step 5.   Defuzzification 
Each fuzzy forecast output has been defuzzified to the real forecast output. where, 

mini AWO ,24 ×=  (6) 

Step 6. Weights Updating 

For the occurrence of each merging process, the connection weights input
mkjW ,,2  and 

output
nmW ,3  should be updated as follows, 
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])()([ ,, oldkj
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−=  (7) 

distmRmR oldkjnewkj ×+= 1,, )()( α  (8) 

)1()()()( 2 iold
output

nnew
output

n AErriMFiMF ××+= α  (9) 

where, 1α  is the learning rate of )(, mR kj  and 2α  is the learning rate of )(iMF output
n . 

The diagram of weights updating process will be presented below. 
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Fig. 4. The diagram of rule scope before/after update 

 

Fig. 5. The Diagram of fuzzy rule generating 

3.1.4   Network Generating Step 
For each training data, go to Network Constructing Step to generate our network 
which includes the connection weights and fuzzy rules. 

After network feed-forward training phase, we can get the fuzzy rules of these 
training data. And these fuzzy rules will be used to forecast in recall forecast phase. 
The original concept of fuzzy rule after generating will be similar as Figure 5. 

3.2   Recall Forecast Phase 

In general, the most similar rule can be retrieved from the rule base for each testing 
data according to the similarity miD , . In addition, the fuzzy output from this similar 

rule will be treated as the fuzzy forecast of this testing data. After defuzzification, we 
can get the forecast demand. However, the concept of K-NN (k-nearest neighbor 
method, Gordon, 1997) is utilized to find the forecast in this research. 
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The most similar k rules of each testing data will be considered, the distances 
between the k-nearest rules and the testing data present the ratios in summarizing the 
forecasts of k rules. Thus, we can get the combined result from many different rules. 
To sum up, we expect that we can get more accurate forecasting results. 

3.3   Evaluating Indices 

The forecasting methods of evaluating indices are presented as follows: 

3.3.1   Mean Absolute Percentage Error (MAPE) 

∑
=

−
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where tF  is the expected value for period t , tA  is the actual value for period t , n  is 

the total number of periods. 

3.3.2   Mean Absolute Deviation (MAD) 

∑
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3.3.3   Root of Mean Squared Error (RMSE) 
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4   Integrated Comparisons 

The best parameter combination of WEFuNN was collected from the Taguchi 
experimental design, and the result is shown as Table 1: 

Table 1. Detail parameter setting of WEFuNN 

Factors The best parameters 
The no. of fuzzy region in X1 9 
The no. of fuzzy region in X4 9 
Weight of X1 0.26 
Weight of X2 0.2 
Weight of X4 0.35 

 
In this section, it will focus on the comparisons between WEFuNN and other 

forecasting models. As shown in Table 2, this study employed MAPE and MAD to 
evaluate the degree of accuracy. Among these five forecasting models, WEFuNN is 
the most accurate forecasting model since the value of MAPE and MAD is 2.11% and 
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16445 square foot respectively. In addition, RMSE is used as an evaluating index for 
the degree of precise. The value of RMSE is 24909 square foot. The results show that 
WEFuNN has the best degree of precise among these five forecasting models. 
Accordingly, it could be concluded that the WEFuNN forecasting model proposed in 
this study has considerably accurate forecasting ability.  

Table 2. The comparison of each forecasting methods 

  WEFuNN EFuNN BPN MRA GANN 
MAPE 2.11% 6.44% 8.76% 9.88% 3.06% 
MAD 16445 47072 72494 82673 23991 
RMSE 24909 59081 114785 131115 33497 

 
According to the experimental results above, it could draw some conclusions: 

1. The model taken other domains into consideration rather than just focus on the 
trend factors and seasonal factors will get a better result no matter in the average 
or the standard deviation of error. Therefore, to take other domains into account 
can reduce the error and standard deviation effectively and then increase the 
accuracy and stability of the model. 

2. The forecasting model taken all input factors into account and offered these 
factors different weight value will derive more accurate results than the 
forecasting model with the same weight value between each factor. 

3. Considering the accuracy and the precise of the forecasting model, the WEFuNN 
is superior to other forecasting models since it has the minimum value of MAPE 
and RMSE. 

4. As for the cost variance caused by the forecasting errors, WEFuNN has the 
minimum error cost when compared with other forecasting models. 

5. The WEFuNN usually takes one epoch to get the results. It is faster than other 
forecasting models such as BPN. 

6. The forecasting ability of Multiple Regression Analysis is the worst one among 
the five forecasting models as it is only suitable for the linear question and its 
forecasting ability for the non-linear question is comparatively poor and weak.  

5   Discussions 

According to the experimental results shown in the previous section, it could be 
concluded that the forecasting model proposed in this study is superior to the others. 
The possible reasons might be as follows: 

1. WEFuNN utilized weight which is allocated according to the degree of importance 
in each factor to calculate the similarity. This approach is much better than EFuNN 
with the same weight in each factor. 

2. The original WEFuNN used Fuzzy Distance Function to calculate the value of 
similarity. Thus, the value of similarity is 1-D when the distance between the two 
factors is D. However, in this study, exponential transfer function (exp(-D)) is 
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employed to transfer the distance to the value of similarity, and the result shows 
that the outcome is better after using the exponential transfer function. 

3. At the recall stage, the method of combining WEFuNN with K-Nearest-Neighbor 
to get the fuzzy rule is much accurate than the method of WEFuNN which only 
find out the most similar fuzzy rule. It is because that K-Nearest-Neighbor can 
modify the accuracy of the forecasting results and relatively adapt to the 
complicated environmental change.  

4. As can been seen from the experimental results, the forecasting results of 
WEFuNN, EFuNN and GANN are better than that of BPN which employed the 
Gradient Steepest Descent Method. According to Chang (2005), this result is in 
line with the previous finding that the performance of the Gradient Steepest 
Descent Method is not good. 
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