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1. Introduction

The work solves the quadratic assignment problem (QAP) and continuous
problem by genetic agorithm (GA). Then, we aso introduce some techniques that
attend to improve the solution quality, including the elitism, multiple crossover
operators, and multiple mutation operators. Furthermore, the work also develops a
callable component, which is named OpenGA. The goal of designing the component
is to reduce the complexity and easy to use when we solve different kinds of problem.
The work is organized as following.

The section 2 and section 3 describe how to solve QAP and continuous problem
by GA. Then, the study composes an object-oriented component written in Java. The
study describes the structure of the OpenGA by UML diagrams, which presents in
section 4. Section 5 is the experimental result of the two cases and the section 6 is the
discussion and conclusions.



2. Solving the QAP

The study presents the fundamental procedures and methods of GA to solve the
QAP. Therefore, the encoding method and gererating an initial solution are discussed
in the beginning. Then, the next ones are evaluating the new solutions, fitness
assignment, selection and elitism, crossover, mutation, replacement, and stopping
criterion. Furthermore, the elitism strategy, multiple crossover operators, and multiple
crossover operators are included in the procedure. The figure below expresses the
procedures of the modified GA. The following sub-sections describe them in detail.
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2.1 Generate an I nitial Solution

The encoding strategy for the QAP, which is one of the combinatoria
optimization problems, the sequential encoding type is employed here. Then, each
chromosome can be randomly generated an initial solution for the problem which
assigns each departmert at exactly one dimension. The work adopts the Nug30 as an
example and the figure 2.1 presents the encoding of QAP for the 30 departments,
which shows the department 14 at the first position, department 5 at the second
position, and so on. Thus, the initial solution is done after we deal with the encoding
and to generate initial solution.

14 5 28 24 e 12 n 23

Figure 2.1 the problem representation of the QAP for 30 departments

2.2 Evaluate the Objective Value

The objective function of QAP is
n-1 n

mInZ=é. é. f”’ D” (1)
i=0 j=i+1

Dj; : The distance between the locations at i and j.

fi;: The flow between the departmentsi and j.

By the objective function, it calculates the summary distance from one
department to the other one by the flow quantity between the two departments.
Suppose the new solution is 14-15-28...-23, the procedure to perform the calculation
of the objective value are:

For department 14: 45+ 51+ 6*5+ ... + 6*5+5*0+ 5*1

For department5 :4*2+5*0+ ... +3*0+ 2*6 + 4*4
For department 28: 4*0+ ... + 6*0+ 5*3 + 3*1

For department 12: 0*0 + 2*6
For department 11: 3*0

The optimal assignment of Nug30 in QAPLIB is shown as 14, 5, 28, 24, 1, 3, 16,



15, 10, 9, 21, 2, 4, 29, 25, 22, 13, 26, 17, 30, 6, 20, 19, 8, 18, 7, 27, 12, 11, and 23.
Besides, its objective value is 3062.

2.3 Fitness Assignment

The fitness value is depended on the objective value and it is to determine the
goodness of a chromosome. The work uses the normalization method to transform the
fitness value. The equation is as follows.

. fof
fitness = ——"10__ 2)

fmax - fmin

where
f, : The objective value of individual i.
frin & The minimum objective value of current population.
fmax - The maximum objective value of current population.

After the normalization, eachfitness value is between 0 and 1 and the larger
objective value yields larger fitness value. Because the problem is a minimization
problem, we select the chromosomes with smaller fitness value.

2.4 Elitism and Selection

The purpose of elitism is to preserve better chromosomes so that crossover
operator or mutation operator won’ t destroy it, and keep it to the next generation. If
it's a single objective problem, we use selection sort algorithm which is a type of
sorting algorithm. Therefore, we select a proportional better chromosome and store
them into the external achieve. For example, if the elitism is 20% of original
population size, we pick the top 20% individual. Then, if it's multiple-objective
problem, we select al non-dominated solutions into archive.

Besides, the better individuals in the archive will be selected into the mating pool.
The size of selecting from archive is depended on the proportion we set before. If it’s
20%, we select 20%*popSize of better chromosomes into the pool. When the
20%* popSize is less than the actual length of archive, we directly copy them all into
the mating pool. However, if the length of archive is larger than the 20% of original
population size, we randomly pick the 20% of individuals from the archive.

After selecting the elite chromosomes, the next stage is accomplished by binary
tournament. We randomly pick two individuals in the same population and compare
their fitness value. The chromosome with smaller fitness value will be the winner and
put it into the mating pool. The procedure is repeated until the size in the mating pool
is up to the population size.



2.5 Crossover

The selection procedure selects better chromosomes into the mating pool. The

crossover procedure is randomly selecting two chromosomes to mate. There are
several crossover methods for combination problem. Besides, the multiple crossover
strategy is used in the GA procedure. They are the position-based crossover and PM X
(Partial Message Crossover). They are shown as follows:

Syswerdra (1989) proposes a positionbased crossover. There are two versions of

the method, including two point crossover and single point crossover. We demonstrate
the former one by an example. The steps are:

1. Select two chromosomes and named it as parent 1 and parent 2.

2. Determine the two cut points, suppose they are at i and j, transfer the genes
which outside the range from i to j to the offspring in the same position.
From the figure 2.2, the cut points are at 3 and 7 and the transferring result is
at figure 2.3.

3. Copy other genes which inside the range of parent 1 in the order of relative

gene position of parent 2 and it shows at figure 2.4.

Position 1 2 3 4 5 6 7 8 9 10

Parent 1 11 12 13 14 15 16 17 18 19 20

Position 1 2 3 4 5 6 7 8 9 10

Parent2 | 11 16 14 17 12 13 19 20 18 15

Figure 2.2 The two parent chromosomes and determination of the two cut points

Position 1 2 3 4 5 6 7 8 9 10

Offspring | 11 | 12 18 | 19 | 20

Figure 2.3 Copy genes of Parent 1

Position 1 2 3 4 5 6 7 8 9 10

Offspring | 11 12 16 14 17 13 15 18 19 20

Figure 2.4 Copy other genes to offspring.



The PMX processis as follows

Step 1. Select two parents P; and P, randomly from population.

Step 2: Generate two crossover points cp; and cp, randomly. Then, exchange two
substrings, which defined by two positions, between parents P; (4, 5, 6, 7
inFigure 2) and P> (2, 8, 3, 4in Figure 2) to product C; and Cs.

Step 3: Exchange the genes which are already in the substring from the parent P,
and Py, for example the second gene of C;: 2->4->7.

lcpl lez

P 1 2 3:4 5 6 7:8 9 10
R, 7 1 6.2 8 8 4.9 10 5
C, 1 7 6:2 8 3 4.5 9 10
C, 2 1 3.4 5 6 7.9 10 8

Figure 2.5 PM X process

2.6 Mutation

The purpose of mutation like crossover is to do a variation on the current
chromosome. The same with the crossover stage, we adso employ the multiple
mutation strategy. The mutation strategies include swap mutation, and shift mutation.
They are described below.

The swap mutation is very easy to implement because it just has to set two
positions and exchange the two values of its position. The result is shown in the figure
2.6.

Swap point 1 Swap point 2

Before

After

Figure 2.6 the swap mutation

As for the shift mutation, it needs to randomly gererate two cut points. We may
call it cut point 1 and cut point 2. We move the cut point 2 ahead the position of the
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range so that it replaces the origina cut point 1. Then, shifting all point forward for
one space until at the end of element on cut point 2. (Because it has been moved to the
place of cut point 1) Thus, the shift mutation is done. The figure 2.7 shows how the
shift mutation works which supposes there are 10 departments.

Cut paint 1 Cut point 2

iy J

Before 2|9 5 3 4 8 0|6 7 1

After 2|0 9 5113 ] 4 8|6 7 1

Figure 2.7 Shift mutation

2.7 Replacement and Stopping Criterion

The replacement strategy is total replacement for the QAP problem. For example,
if the origina population size is m and the offspring is | , then the offspring |
will replace mr of original population. Finally, the stopping criterion of the algorithm
is depended on the number of generations.

2.8 General Procedure of Genetic Algorithm

Because the GA platform developed by the work is not only able to implement
simple GA but also extended to several purposes. First, the elitism strategy is
employed in the selection stage, we copy a dite individuals into the mating pool.
Besides, the concept of multiple crossover and multiple mutation operator are used
here. Therefore, the pseudo code are presented as follows.

Initialize()
Fitness()
counter < 0
while counter < Iterationl do
for i=1tonsdo
FindPareto()
Fitness()
Elitism()
Selection()
10. Crossover() //the secondary crossover operator may be implemented
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11. Mutation() //the secondary mutation operator may be implemented

12. Replacement()

13. endfor

14.  counter < counter + 1
15. end while



3. Solving the Continuous Problem

The process of GA includes initialization, fitness function, selection, crossover,
mutation, population maintenance, and stop rule. By the way, we try two different
kinds of GA to do the experiment. The first one is called simple GA. The second is
named the modified GA, whose structure is the same in section 2. Moreover, the
encode type of the modified GA is encoded in real code. Therefore, there are some
different places when we do the crossover and mutation process between the smple
GA and modified GA. We will introduce these procedures as follows.

3.1 Initialization
We encode this problem as bit string. To Start with, we generate the initia
population randomly. Because this is a continuous problem, we should do precision of

bit encoding: - P
2'-1

Where

a : upper bound
b :lower bound
I : chromosome length

- |_1 .
Then, we decode by b+; b a s, 2

- i=0

where x=(s,...s)

3.2 Fitness Function

The fitness function in GA is a measure of goodness of a chromosome (solution)
to the objective function. The fitness function of an individual chromosome isdirectly
equal to its objective function value as follows:

Min z=(xZ + X, - 11)2+(x1+x§- 7)2+0.1’ [(xl- 3)% +(x, - 2)2]

% Thefirst dimension
X, : The second dimension

3.3 Selection

During selection phase, parent solutions are selected from the current population
The selecting method we use is binary tournament method. It is a smple way because
it just selects two different parents randomly and compares their fitness value. So the
better chromosome is selected into the mating pool.
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3.4 Crossover
In this phase, there exists some differences. In ssimple GA, we chose the single
point crossover method. The method works as follows:

Step 1. Select two parents P; and P, randomly from population.

Step 2: Generate one crossover point cp; randomly. Then, exchange two
substrings, which defined by two positions, between parents P; (1, 1, 1
and P, (1, 0, 0) to product C; and C,.

Lcm

P 1 0 1:1 1 1
P, 0O 1 1:1 0 O
C, 1 0 1:1 0 0
C, 0O 1 1:1 1 1

Figure3.1 example of single point crossover

However, in the modified GA, we use arithmetic crossover method and
intermediate crossover method because its encoding is in real code. The arithmetic
crossover method works as follows:

Step 1. Select two parents P; and P, randomly from population.
Step 2: Seta a value. The offspring X will bea ” X, +(1-a)” X,. Shown as
the below figure.

L Assume a =05

P 1 2 3:4 5 6
P, 5 1 3:2 6 4
C, ' 3

T 05 4+05 2=3
Figure3.2 An example of arithmetic crossover

The intermediate crossover method works as follows:

Step 1. Select two parents P; and P, randomly from population.
Step 2: The offspring X’ will be X, +u” (X,- X,). ul U [0, 1] Shown as the
below figure.
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L Assume u=0.5

P 1 2 3:4 5 6
P, 5 1 3:'2 6 4
C, 3

T 4+05(2- 4)

Figure3.3 example of intermediate crossover

3

3.5 Mutation

In this phase, there till exists some difference. Insimple GA, we used bit flip
method. The method works as follows. Generate a random number between 1 and N
(gene numbers). For example, if we produce the random number i, change the ith
alele. Also we can say the origina value 1 will change to 0.The origina vaue 0 will
changeto 1.

LAssume random number is 3

c, 1 0 1 0 1 o0 1
c,c 1 00 0 1 o0 1

Figure3.4 Example of bit flip

However, in the modified GA, the mutation strategy of rea coding for
continuous problem uses moving current solution up or down that is depending on
random probability. If U(0,1) is larger than 0.5, the current value moves up; otherwise,
moves down. The moving length is depended on the range from current position to
boundary. The equation of the mutation strategy below:

1 % =% +(upBound; - x;)" U(01) if U(01 >05
1% =% +(x - wBounds;)” U(0L) otherwise

Hence, if the original X; is—2.4 and there is a random value U(0,1) = 0.6 for
judging the value to go up or go down, the value moves up. Besides, the other random
valueU(0,1) = 0.1, the x; -2.4 + (6 — (-2.4))*0.1 = -1.56.

3.6 Population M aintenance
During population maintenance phase, we use two evolutionary strategies to do
the experiment. One is comma strategy. It generates 300 offspring from 300 parents
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and replaces al parents. The other one is plus strategy. It generates 300 offspring from
300 parents and selects the 300 best individuals from the 600 individuals.

3.7 Stop Rule
When maximum number of generations is reached, this experiment will stop.
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4. An Object-Oriented Component Design

4.1 Introduction of the Component and Its I nterfaces

The second goal of the study is to provide a well-designed callable component to
implement GA, which is named OpenGA. OpenGA defines some genera interfaces
for each procedure of GA and is able to solve different kinds of problems, including
the combinatorial problem and continuous problem. Moreover, it not only supports
the multiple-objective problem but aso the single objective problem. Based on the
development platform, the SPGA is implemented by OpenGA. The following table
shows these procedures’ corresponding interfaces.

Table 4.1 the purposes and its corresponding interfaces

Purposes Interface
Control the main procedures of GA Mainl
Select better individual into the mating pool Selectl
Crossover Crossoverl
Mutation Mutationl
Evaluation of objective functions ObjectiveFunctionl
To calculate the fitness of each chromosome Fitnessl
A solution class to store chromosome and forms a populationl
population

Take the Mainl for example, it is an interface which defines the behavior of main
procedures, such as starting GA, initializing a population, selection, mating, mutation,
calculating objective values, assigning fitness, and so on. Furthermore, the OpenGA
provides interfaces to accept auxiliary crossover and mutation operators. Both of them
can be integrated into the standard procedure of crossover and mutation. The multiple
crossover and mutation operator may benefit the solution diversity. Then, if we want
to add others method, we can simply add it to the additional method. The figure 4
shows the structure of Mainl which is presented by UML diagram. It also describes
the there are two classes, SingleThreadGA, implement the Main. Moreover, there are
some applications will call the interface, such as flow shop, Himmelblau,
paralelMachine, QAP_NVR and singleMachine problem. The Himmelblau is a
single objective continuous function. Therefore, the OpenGA is applicable to solve
different kinds of problems.
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Figure 4.1 the main program of OpenGA

4.2 Classes of the Component

Although the interfaces define the expected behavior of the object, it can't do
anything because there is no code in the interface. However, the class programs will
implement these interfaces and execute specific actions. The table 2 points out the
purposes of different classes and the interfaces that they implement.

Table 4.2 the classes in OpenSA

Purpose Class name Implements the interface
The main SingleThread GA Mainl
proceduresof GA  SingleThreadGAwithMuultiple-
when solving the CrossoverAndMutation
combinatorial FixWeightScalarization
problem SPGAwithSharedParetoSet
Select better binary Tournament Selectl
individual into the rouletteWheel
mating pool trinary Tournament
varySizeTournament
Crossover twoPointCrossover2 Crossoverl
PMX

ArithmeticCrossover
i ntermediateCrossover
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Mutation I nverseM utation Mutationl
ShiftMutation

swapMutation
realVaueMutation RealMovel
Evaluation of Obj ectiveFunctionContinuous ObjectiveFunctionl
objective functions
ObjectiveM akeSpan ObjectiveFunctionSchedul el
ObjectiveTardiness
ObjectiveTardinessForFlowShop
Tocalculatethe GoldbergFitnessAssignment Fitnessl
fitnessof each  FitnessByScalarizedM _objectives
chromosome singleObjectiveFitness
A solution classto population populationl
store chromosome
and forms a
population

Take the singleThreadGA for instance, the class implements the solution Mainl, so the
methods (setData, setSecondaryCrossoverOperator, setSecondaryM utationOperator,
startGA,...) defined by Mainl are all implemented at singleThreadGA. The figure 5
shows the UML diagram of singleThreadGA.

16



Jln.lqng_l | e MainProgras:

% frddParetoFronil) : populstion

SeatterPlot E

DESH-TR@ & ~~HE L

apbmga MainPingras:

* pri(bjeciwveyelus|] : douhls||

* niialStage|] - mpobsion

* man(] :wud

% muistionStagal] | poputston

* ProraesbjecimesndFinessd : population]
% ralachionStaga(] : popubstonl

% ol S condary Cro s pverDip eraond | vodd
% ] S rod e o b on b pe rsban ) - waid
% pinglaThreada]] - wu

% st GAS - vind

% updaieParsinSett : populshion|

i additinmiSiaged : wid

# wrchievs : populshon|

llngluThmMull]n.lnm

| wingln Thress o ultiple Cromoves Sadi niation

singleThresdfosb S ncendlinnt H

Figure42The UML

17

BT w2 b
i PR,

di agram of Main

Ohjac F-q— |
___________ il
|
|
gty MainProg rass :
gl b P winglaTh - sy MainPungrass |
[Fernnsd 1= [ TixWesgaSralasization || SPGAwihERmudPaminger
VTR i t At | T bastChactetdalies - dauhls]| | . |
| openya. Objecsve Funciess | T Crossoser - Crosemed B
O ¢ o e ————
B e e — W rrosverFate © douk " B
| apanga.applicefes dats T runeniGeneratian ; inl FasaliniMaching || segleMachine
'-|=-—r—'| T darmm : ScatterPiok - RN
[ Sewibow B¥ I T eltiem - ok R—=
—|| P re— T encodaTyps | tmolean
il T indPareta By Objecives] : indParstoByCbectivs atinlia
; ] T Fineas: Frinees| - ——n
P opSize - nl
T i
I ﬂ-F“B.'_n'-F“ﬁ._m' T noessCiParstoinds - o] - ep——
| T nitidPopSize.: in
| T bangih: ink Saring || System
| openyga.operated.mutation :m:;?h:ﬂ;:h i TR e
I T mulationFiate : double B-—— e
T rumberT 0k ink — 1.. — I
[ apanga.nparstss solo e | “F bjectieF urction  ChjsttivFunction(] | e Poy Il |
.! T chpctrekinimization - braken|]
L T priniChes] : priniClass
 opanga.uil T =mrard Front © mputstion
= T Selection + Sabaol
| periniCises il
AR | % rrossoverSiaged | populahion|

-l - ¥ B

procedur e

of



5. Experiment Result

The experimental result includes the QAP problem of Nug30 and the continuous
problem of Himmelblau function. The changing of crossover rate, changing mutation
rate, and changing the random number seed are considered in both cases. Moreover,
the work uses some statistical skills to analyze the experiment result.

The working environment is as follows:

oS Microsoft Windows X P Professional Service Pack 1
CPU Intel Pentium 4, 2.8 GHz
RAM 1024 MB (DDR SDRAM)

Coded by | MATLAB 7.0 & JAVA (We compile the Java program into
the native binary code. It's done by a Java JI'Ts compiler.)

From above description, there are three main factors. To simplicity, they are
named as follows:

X: The effect from changing crossover rate whose treatments are 3
Y: The effect from changing mutation rate whose treatments are 3
Z: The effect from changing random seed whose treatments are 10

Hence, the Statistics model can be represented as following:
T=X+Y+XY+Z+XZ+YZ

Where

T: The objective value for QAP or Himmelblau function

From the Statistics model shows we consider the interaction between two factors.
However, since the probability of interaction among the three factors is rare, it is not
taken into consideration.

5.1 QAP Experimental Result
Before the experiment begins, we have some parameters settings as follows:
»  Generation = 1000
> Initia population size = 500
»  Population size = 300
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» Crossover rate = {1, 0.8, 0.6}
» Mutationrate ={0.05, 0.2, 0.4}
» Random number seed = 500~509

The experiment result of QAP shows at the table 5.1 which has 90 combinations.

Table 5.1 the experimental result of QAP experiment
CounfSeelGrossovevut Rat eOb j Rd\dad i me

0 500 1 0.05 3188 18. 86
1 500 1 0. 2 313818. 172
2 500 1 0. 4 3198 18. 547
3 500 0. 8 0.05 314017.469
4 500 0. 8 0. 2 3134 17.656
5 500 0. 8 0. 4 3163 17. 703
6 500 0.6 0.05 313816. 938
7 500 0.6 0. 2 314116. 985
8 500 0.6 0. 4 3143 17.625
9 501 1 0.05 3149 18.187
10 501 1 0. 2 3291 17.938
11 501 1 0. 4 3192 18. 359
12 501 0. 8 0.05 3197 17. 437
13 501 0. 8 0. 2 312017.359
14 501 0. 8 0. 4 3192 17.719
15 501 0.6 0.05 3190 16. 89
16 501 0.6 0. 2 3257 17.032
17 501 0.6 0. 4 3191 17. 234
18 502 1 0.05 3272 17.922
19 502 1 0. 2 311518.109
20 502 1 0. 4 3224 18. 766
21 502 0. 8 0.05 3188 17.531
22 502 0. 8 0. 2 321017. 484
23 502 0. 8 0. 4 3163 17.937
24 502 0.6 0.05 3142 16. 985
25 502 0.6 0. 2 3128 16.656
26 502 0.6 0. 4 3202 17.172
27 503 1 0.05 3157 17242
28 503 1 0. 2 3196 17.813
29 503 1 0. 4 3246 17.828
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0 503 0. 8 0.05 3273 17.047
CounfSeelGrossoveMut Rat eObj Rav/tad iume
1 503 0. 8 0. 2 3129 17.343
2 503 0. 8 0. 4 3198 17. 454
3 503 0.6 0.05 3174 16.531
4 503 0.6 0. 2 3194 16.735
503 0.6 0. 4 3165 16.89
6 504 1 0.05 325017.579
7 504 1 0. 2 3104 17.781
8 504 1 0. 4 3212 18.172
9 5014 0. 8 0.05 317017.719
0 504 0. 8 0. 2 3215 17.703
1 504 0. 8 0. 4 3141 17.938
2 504 0.6 0.05 3166 17. 047
3 504 0.6 0. 2 3127 17.093
4 504 0 0. 4 3221 17. 266
5 505 1 0.05 3158 18. 25
6 505 1 0. 2 3123 18.296
7 505 1 0. 4 3189 18.703
8 505 0. 8 0.05 3167 17.563
9 505 0. 8 0. 2 319017.765
0 505 0. 8 0. 4 3159 17.782
1 505 0.6 0.05 3137 17.297
2 505 0.6 0. 2 3143 17.078
3 505 0.6 0. 4 348 17.641
4 506 1 0.05 3203 18.562
5 506 1 0. 2 3152 18.328
6 506 1 0. 4 3221 18.703
7 506 0. 8 0.05 3168 17.672
8 506 0. 8 0. 2 3116 17.922
9 506 0. 8 0. 4 3135 18
0 506 0.6 0.05 3162 17.203
1 506 0.6 0. 2 3195 17.11
2 506 0.6 0. 4 3175 17. 39
3 507 1 0.05 321318.219
4 507 1 0. 2 3263 18.406
5 507 1 0. 4 3205 18.782
6 507 0. 8 0.05 3199 17.687

OO OO0 00 oo o1 ororOororOor o0 A DMDMDMDMDMDMDMDWWWO®



67 507 0. 8 0. 2 3188 17.984
CounfSeelGrossoveMut Rat eObj Rav/tad iume

68 507 0. 8 0. 4 3192 18.188
69 507 0.6 0.05 3141 17.093
70 507 0.6 0. 2 3162 17.219
71 507 0.6 0. 4 3177 17.718
72 508 1 0.05 3226 18. 234
73 508 1 0. 2 3142 18.5
74 508 1 0. 4 3208 18.563
75 508 0. 8 0.05 3147 17. 75
76 508 0. 8 0. 2 3155 17.656
77 508 0. 8 0. 4 3143 18.156
78 508 0.6 0.05 3254 17.547
79 508 0.6 0. 2 317 17.391
80 508 0.6 0. 4 3177 17. 484
81 5009 1 0.05 3222 18.031
82 5009 1 0. 2 3124 18.281
83 5009 1 0. 4 3166 18.6009
84 5009 0. 8 0.05 3147 17.688
85 5009 0. 8 0. 2 3199 18

86 5009 0. 8 0. 4 3227 18.203
87 5009 0.6 0.05 3147 17.1009
88 5009 0.6 0. 2 3144 17. 422
89 5009 0.6 0. 4 3144 17.5

First, we observe every individua value by the scatter plot.
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Figure 5.1 scatter plots of QAP

From above figure, we can get some information:
In random seed scatter plot, we cannot find any rule from it. In other words,
it seems different seeds dorit influence obj value.

In mutation rate scatter plot, we can find when mutation rate = 0.2, dots
spread more widely. On the other hand, dots are highly concentrated when
mutation rate =0.4. In view of average obj value, it seems no difference
among the three mutation levels we set.
In crossover rate scatter plot, we can find when crossover rate = 1, dots
spread more widely. In view of average obj value, it still seems no
difference among the three crossover levels we set.




Analysis of Variance for obj Valjue

Source DF SS \
seed 9 17973 19¢
crossover Rat e 2 89414 4 47
mut ati onRat e 1.89 20(16%230 36!
seed*crossover Rat e 18 18713 10 4
seed*mut ati onRat e 18 16740 9 G
crossover Rate*mutati onRat e 4 45109 113
Error 36 68684 19
Tot al 89 142804

From above ANOVA result, we find that all p-value are larger than 0.05. In
another word, we cart find any factor that can cause significant difference.

Main Effects Plot (data means) for objValue
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Figure 5.2 Main effects plot of QAP

Figure 5.2 shows when we apply the mutation rate = 0.2 and crossover rate
=100, it may be able to find better solution than others treatments.

According to above analysis, the random seed is deleted in order to estimate
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the variance from other two factors more precisely. The revised statistics result is
as follows.

Analysis of Variance for obj Val ue

Source DF SS \
crossover Rat e 2 89414 4 47
mut ati onRat e 2 7230 361
crossover Rate*mrut at i4ddbrnPRat €130 0.75 0.561
Error 81 122110 15
Tot al 89 142804

From above ANOVA result, we aso find that al p-value are larger than 0.05.
In another word, the experiment model still not causes any significant difference.

Here, we conduct the other experiment in order to know the effect of elitism
and number of generations. The parameters setting is as follows:

»  Generation = {400, 700, 1000}

» Population size = 300

» Elitism={0.05, 0.1, 0.2, 0.3}

» Crossover rate = 0.6

» Mutationrate = 0.2

» Random number seed =0~9

Analysis of Variance for obj|Val ue

Source DF SS MS

el itism 3 5933 1978 1. ¢
generations 2 704 352 0. 2
seed 9 50109 558 0. G
elitism*seed 27 43847 1624 1. 1
generations*seed 18 31255 1736 1. 2
elitism*generations 6 76 5772 962 0. ¢
Error 54 17753 1440

Tot al 119 170283

From above ANOVA result, we find that all p-value are larger than 0.05. In
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another word, we cart find any factor that can cause significant difference.

Main Effects Plot (data means) for objValue
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Figure 5.3 New experiment main effects plot of QAP

Figure 5.3 shows when we apply the elitism = 0.2 and generations = 1000, it may

be able to find better solution than others treatments.
From above analysis, we still try to ignore the influence of random seed.

The result is as follows.

Analysis of Variance for
Source DF
el i tism 3
generations 0. 22
elitism*generations 6
Error 108
Tot al 119

oblj Val ue
SS
5933

0, 79® 4
5772
1157874
170283

MS
1978
352
962
1462

From above ANOVA result, we aso find that al p-value are larger than 0.05.

In another word, we cari t find any factor that can cause significant difference.
From here, we turn to focus on the relationship between time and the three

factors.
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Sourc
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seed
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Error
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sis of Variance for
e DF
sm 368. 460 3
ations 2
sm*generations 6
9

sm*seed 43 20@.
ations*seed 18
54
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ti me
SS
122.820
2739.830
44,116
18. 015
194 5.2 3
1.919
3.351
3180.934

The ANOVA tells us only the p-value of generation* seed greater than 0.05.1n
other words, all factors except generation* seed cause significant difference.
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Figure 5.4 New experiments for time main effects plot of QAP

Figure 5.4 shows when we apply the elitism = 0.05 and generations = 400, it may
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be able to find solution effectively than others treatments.

5.2 Continuous Problem Result

Before the experiment begins, we have some parameters settings as follows:
Generation = 500

Initial population size = 500

Population size = 300

Crossover rate ={1, 0.8, 0.6}

Mutationrate = {0.05, 0.2, 0.4}

Random number seed = 500~519

YV V.V V V V

After the experiment, we find both smple GA and the modified GA have obj
value =0. Thus, we just list the modified GA experiment result of continuous
problem shows at the table 5.2 which has 90 combinations. Y ou can see the
simple GA experiment result of continuous problem in appendix I.

Table 5.2 the experimental result of continuous problem experiment

counsee@ ossMueat i oXnl X2 Obj Vdliwme((sec)
0 500 1 0. 052. 99992.90000/0023@6 ®030.0016
1 500 1 0.2 2.999920.80/®R20042a60D089
2 500 1 0.4 2.999919.997418B90800@02.0875
3 500 08 0. 052. 9990919.9997R2909A@0@020.0891
4 500 0. 8 0.22.99992900@B0M.00®0 020.09 38
5 500 0. 8 0.4 3.000010.00919B90900302.0875
6 500 0.6 O0.05 3 2 0.0000D2075
7 500 0.6 0.2 3 2 0. 00002.09 6 8
8 500 0.6 0. 4 3 2 0. 000020.0875
9 501 1 0. 052. 999919.90%P9030B®020.0891
10 501 1 0.22.9999283@@0Q.500®B0030.0016
11 501 1 0.42.99990.784000@4@®02.096 8
12 501 0.8 0.053.000010.009%979090@002.0953
13 501 0. 8 0.2 2. 999919 99NV 9O9@MB202. 907
14 501 0. 8 0.4 3.000010.0919199090G 30 02.0922
15 501 0.6 0.05 3 2 0.0000®039
16 501 0.6 0.2 3 2 0. 00003.0188
17 501 0.6 0. 4 3 2 0.00003.0125
18 502 1 0. 052. 999919.99RPP906Q@B3020.09 37
19 502 1 0.2 3.000020.0w0A6B.300002.0985
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02 1 0.4 2.99990.54B1R004a@6(002.0953
02 0.8 0.052.9990919.99%%90980® 02.09 37

ee@ ossMueat i oxnl X2 Obj Vdliuwme((sec)

A DA DDA DDA DEDEDOOOOWWOWWWWWWWDNDNDNDNDNDNDDNDDNDDNDNDNDNIlOIdNMDND
© 00N O O WNEFEPE O O O NO Ol D WNPEP OO O NO O W DNl ©

(o)
o

(G2 8]
N -

o o1 ;1
g~ W

(6]
(o))

g1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1 o1l o1l o1l gl gl alelon oo

02 0. 8 0.2 3. 000010.000990900002.0906
02 0. 8 0.43.000010.00%99090G6302.09 85
02 0.6 O0.05 3 2 0. 00002.09 2 2
02 0.6 0. 2 3 2 0. 00002.0859
02 0.6 0. 4 3 2 0. 00002.0859
03 1 0.052. 999919.9909%%90 730 0 02.09 85
03 1 0.2 3.000010.18%HBX9060@3030.0031
03 1 0.4 2. 999920.801000000603.006 2
03 0.8 0.052.999929006000W.0MWA0020.092 2
03 0. 8 0.2 2. 999920.900©0B00000 @030.0016
03 0. 8 0.4 2. 999920.90©0000006030.0218
03 0.6 O0.05 3 2 0. 00003.006 3
03 0.6 0. 2 3 2 0. 00003.006 2
03 0.6 0. 4 3 2 0. 000030.0172
04 1 0.053.000010.2092%90 60 B ®030.02 35
04 1 0.2 3.00002.0000/600100@030.0109
04 1 0.4 2. 999920.9BKRKO00OEE®030.029 7
04 0.8 0.052.999M91P.9BP99095B8C3@30HO1 4
04 0. 8 0.23.0000D09999M®.9®Ur0 030.02 35
04 0. 8 0.43.00002.0000000000030.0015
04 0.6 O0.05 3 2 0. 00003.006 3
04 0.6 0. 2 3 2 0. 00003.0078
04 0.6 0. 4 3 2 0.00008025
05 1 0.052. 999920.940168000B83608901 4
05 1 0.2 2. 9990919.9BXP9/90.7806 ®030.0109
05 1 0.43.0000D2929%9®.7BWO0 030.029 7
05 0.8 0.052.99992.908016800 006 G 030.00 7 8
05 0. 8 0.22.9999290630M.0M®O 030.01 25
05 0. 8 0.4 2. 999919.998P909020030.020 4
05 0.6 0.05 3 2 0. 00003.006 2
05 0.6 0. 2 3 2 0.00008014
05 0.6 0. 4 3 2 0. 000030.0016
06 1 0.053. 00002.00606GBO00OG6BG030.03414
06 1 0.2 3.000010.3988909/909G6030303. 125
06 1 0.4 2. 999920.801060003606®030.020 3
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57 506 0.8 0.052.9990919.998P9096 07 030.009 14
58 506 0.8 0.2 2.999920.900BM00000 ®030.020 3
ounsee@ ossMueat i oxXnl X2 Obj Vdliuwme((sec)
59 506 0. 8 0.4 3. 0000300.0999909@0203011
60 506 0.6 O0.05 3 2 0. 00003.0109
61 506 0.6 0.22.999999®99 0. 000030.0109
62 506 0.6 0. 4 3 2 0. 00003.0359
63 507 1 0. 052. 999919.840BV9033C6 3030.017 2
64 507 1 0.2 3.000010.290972905006 3030.0422
65 507 1 0.43.0000012%99M®.9®®0 030.045 3
66 507 0.8 0.053.000®0000WIO00000®030.0281
67 507 0.8 0.2 2.999919.99%9957909086030.0125
68 507 0.8 0.4 2.999920.90BBO0O0N0GJT030.0141
69 507 0.6 O0.05 3 2 0. 00003.0031
70 50 0.6 0.2 3 2 0. 00003.0328
71 507 0.6 0. 4 3 2 0. 00003.0781
72 508 1 0. 052. 999919.92918909@0®030.0281
73 508 1 0.2 2.999919.7090VP902602030.0219
74 508 1 0.43.000010.09191B90736@03%011
75 508 0.8 0.052.99990.9IWIH ®1H00030.0156
76 508 0. 8 0.2 3.000010.00991909@6 ®030.0109
77 508 0. 8 0.42.999919.98P%K9090066030.01838
78 508 0.6 0.05 3 2 0.00003.0125
79 508 0.6 0.2 3 2 0. 00003.0015
80 508 0.6 0. 4 3 2 0. 00003.0094
81 509 1 0.05300000»220@000106209011
82 509 1 0.2 2.999920.6BMMOMU0O05006a@030.0265
83 509 1 0.4 2.99992.90/0/0100 06 Q2 030.01 56
84 509 0.8 0.052.999920.90007/00006 @030.0094
85 509 0. 8 0.2 2.999919.99%P9090G 67 030.0203
86 509 0. 8 0.4 2.999919.999%9090@1030.009 14
87 509 0.6 O0.05 3 2 0. 00002.09 6 8
88 509 0.6 0.2 3 2 0. 000020.0907
89 509 0.6 0. 4 3 2 0. 000020.0875
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Figure 5.5 scatter plots of continuous problem

We observe everyindividual value by the scatter plot and obtain some

infor

mation:

> No matter seed scatter plot, crossover rate scatter plot or mutation rate
scatter plot, we can see the obj value all = 0 in each treatment. In other
words, we cannot find any factor that can cause significant difference.




6. Discussion and Conclusions

The study does two experiments in combinatorial problem and continuous
problem. Besides, in order to obtain better solution quality, there are some procedures,
elitism and multiple crossover operators and multiple mutation operators, which are
added in the GA process. The dlitism is to copy better chromosomes in the externa
archive and let these individuals to join the mating procedure. The purpose of
employing the multiple crossover operators and multiple mutation operators is to do
more variation on each chromosome. The effort will increase the diversity of the
chromosomes.

From the first experiments of QAP, the study found GA might not be sensitive to
parameters, such as crossover rate and nutation rate, which dorit cause significant
difference. However, after we eiminate the factor of random number seed, the
P-value of crossover rate and mutation rate become 0.057 and 0.097 respectively. (In
statistics point of view, the factor doesrit cause significant can be ignored.) If we set
the a = 0.05, both of them are till not significant but they close to cause the
significant difference. Hence, according to the revised ANOVA table, we suggest that
to use the crossover rate is 0.6 and the mutation rate is 0.2. It may accordance to some
researches finding about “to apply the higher crossover rate with lower mutation rate
or lower crossover rate with higher mutation rate.”

The study further examines the effect of elitism and generations in the QAP
problem. Besides, the objective value and implementation are considered in the
statistic model. As for the number of elite, we carit explain how many elites are
required during selection. It may need further experiment to know the truth. However,
the time is significant when applying different proportion elite. The larger elite size, it
causes the higher computationa time. According the finding, we may not select too
many elitesin the external archive.

Then, although the generation 1000 is dlightly better than 400 and 700
generations in average, the longer generation causes more time to calculate the
solutions in generations. It is not necessary to run 1000 generation. So the work
suggest that we can use 400 generation to solve the problem size which is 30 because
400 generations is as good as 1000 generations and it's enough to obtain satisfactory
solution quality.

The study compares the simple GA and the modified genetic algorithm in
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continuous problem, which shows the simple GA is as good as modified GA. The
reason may be the problem that is easy to solve, the more complex approach can't
present its effort clearly. Consequently, to test one testing function is not aways
enough, the later study should test different kind of functions to clarify the effect of
modified GA in continuous problem.

Finally, the work designs and develops a component which is called OpenGA. It
has been proved that it's able to solve the combinatorial problem and continuous
problem and both of them are single objective problem. Then, the ability of the
OpenGA can be extended to solve the multiple objectives problem. Because the
applications had been developed to solve scheduling problem, they may be shown in
the final term project.
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